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Overview
Energy commodity prices have been playing a crucial role in the recent economic framework, crude oil prices have shown unprecedented dynamics in the last decade heavily influencing the entire commodity markets [1]. Spot markets for oil, gas and electricity are at hand and are largely used by various kind of participants, i.e. financial institutions, traditional retailers and  producers. A large set of energy derivatives have also been introduced in most European and US Exchanges providing an useful tool to hedge risk. In this context, pricing models and the techniques used to provide an estimation of  price dynamics play a key role.  

In the present work we use standard price time series and a new methodology based on neural networks in order to build a forecast for specific energy commodity prices. We analyze oil, natural gas and electricity prices for the European and the US market. The accurate prediction of future values of such sequences is crucial to the cost-effective management of available resources [2],[3]. Using daily data over the period 2001-2010 we are able to provide very robust forecasts for a one year time horizon of the considered time series. Three different approaches are used and backtested to identify the best performing method. 
Methods

Several data driven modeling techniques have been taken into account: a linear model determined by least-squares approximation (LSE); a Radial Basis Function (RBF) neural network [4] trained using Matlab software package; an Adaptive Neurofuzzy Inference system (ANFIS) network, where the subtractive clustering (SUBCL) method is used for the rule extraction and the rule parameters are obtained by means of a standard least-squares method coupled with the back-propagation optimization [5]; a Mixture of Gaussian (MoG) neural network, which is particularly suited for ill-posed and non-convex approximation and prediction tasks [6].

We used daily prices for oil, gas and electricity over the period 2001-2010. Time series have been arranged in 3-years slots, since all the predictors have been trained on a 2-years time window and tested on the successive 1-year period. For any predicted sample 
[image: image9.emf], a prediction model f(() is fed by D previous samples: 
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where D is the prediction order.
The prediction model f(() is estimated by means of a training procedure where the prices of the former two years are used. Suited routines are applied for this task on the basis of the chosen model. We have used a rule-of-thumb by which the previous five samples of the sequence, i.e. D=5, are used to predict the next one. The performances of the resulting predictors are assessed by means of different measures of the prediction error; they are summarized in the following:
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where N is the total number of available samples and 
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 is the average of actual samples S(n) over this set. 

The MSE is the energy of the prediction error, while in NMSE and SNR this energy is normalized to the energy (variance) of the actual sequence. Differently, using MAPE the accuracy is expressed as a percentage error in order to compare the error of fitted time series that differ in level. All such measures are suited to quantify how much the prediction has been corrupted by errors. In addition, it is also important to assess the robustness of the prediction models in terms of probability distribution of the time series. To this aim, the unconditional moments are estimated for both the actual and the predicted sequences. 
Results

The validity of the proposed approach has been verified by carrying out a complete set of tests using all the considered prediction models and all subsets of market data, partitioned in the 3-years periods from 2001 to 2010. The performed tests show homogeneous results, considering the measures of prediction error and the first four moments of the distribution. For every sub-period and every price under analysis, a good performance is shown by all the neural models, the ANFIS model is the one that performs better. 

A sample of the results is illustrated in Fig. 1 and Fig. 2, where the observed and the predicted time series using  the RBF and the ANFIS  neural networks are reported, together with some accuracy measures. The prediction error is not always a comprehensive measure of prediction accuracy; for instance, in Fig. 1 we obtain a SNR of about 30 dB while the probability distributions of the two series largely differ (the third and the fourth moments show large differences on the two series). Using the ANFIS method, as in Fig. 2, a more accurate prediction is obtained with a SNR of 41 dB and similar probability distributions (the first four moments almost perfectly match).
Energy prices represent a crucial variable for the choice of the adequate investment strategies, therefore a successful prediction model has to provide comparable statistical features, i.e. matching moments on the observed series and on the simulated ones. Among the different performance measures that can be adopted to assess the prediction error, the SNR is the only one allowing a calibration and a fair assessment of the accuracy. In the case of the performed experiments a level of SNR equal or greater than 40 dB guarantees a good performance of the model in terms of path replication and probability distribution. 
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      Figure 1 - Prediction of 2003 Brent using RBF. 
              Figure 2 - Prediction of 2003 Brent using ANFIS.
Conclusions 

The used approach provides a very efficient tool to generate energy price series within a one year time horizon. The accurate prediction of energy price series will allow to estimate the existing relationships between the various commodities and to price derivative instruments in order to set up risk management strategies. The current research is now focusing to endogenously identify the optimal number of samples to be used for prediction, including the prediction order and hence the resulting complexity of neural models.  
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