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Overview
The large numbers of variables and constraints and interdependencies in energy system models makes these large and complex. In order to keep model running times in feasible limits, the resolution in the dimensions time, space and technologies frequently has to be adapted to the computing infrastructure capacity. The error that the applied simplifications bring about is mostly unknown. In the BEAM-ME project (funded by the German Federal Ministry for Economic Affairs and Energy) a consortium of energy system modellers, mathematicians, computer scientists and software developers has implemented and assessed methods for run time reduction. In this talk the methods and assessments are presented, a short introduction on running energy system models on high performance computers is given and the open access best practice guide that is a result of the BEAM-ME project is introduced.

Methods
Methods for run time reduction can be classified in modelling based and technical methods. Modelling based methods on the one hand comprise simplifications such as choosing only parts of the time slices (e.g. [1]) or regions (e.g. [2]) or technology portfolios(e.g. [3]) or aggregating time slices (e.g. [4]) or regions [e.g. [5]) or technologies (e.g.[6]) and heuristics such as rolling horizon (e.g. [7]) or temporal or spatial “zooming”. On the other hand, mathematically exact decomposition methods (e.g. Dantzig-Wolfe, Lagrangian or Benders decomposition) also belong to the class of modelling based performance enhancement strategies.
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	Figure 1: Entries in the model matrix of a REMix instance. x-axis: variables, y-axis: constraints.


Technical strategies utilize computers with higher processing power or more memory up to high performance computers. To do so, the optimization model instances must be divided into blocks that can be solved in parallel. Due to the high amount of temporal, spatial and technological interdependencies in the energy system caused for example by storage, transmission or CO2 emission limits, energy system models contain so called linking constraints and linking variables, which hinder parallelization. Figure 1 shows the non-zero entries in the model matrix of an instance of the energy system model REMix (developed at the German Aerospace Center DLR). Variables are listed along the x-axis, constraints along the y-axis. Linking variables can be identified by their vertical distribution across two or more rows, linking constraints by their horizontal distribution across two or more columns of the matrix. Permutation of rows and columns allows partly separating the linking elements and forming blocks out of the remaining entries that can be solved in parallel. In the BEAM-ME project, this process of structuring the model instances (the so called annotation), a solver that can utilize the block structure and an interface to the solver were developed.

Results
As an example for the influence of model resolution, figure 2 shows the change of model running times of a REMix instance with the number of variables. 
Regarding the annotation for parallelization, more blocks enhance parallelization but also increase the number of global linking elements (vertical block across all constraints on the left of the matrix and horizontal block across all variables at the bottom of the matrix). The goal is an ideal compromise of amount of blocks and amount of global linking elements. Figure 3 shows different block structures of one REMix model instance with differen suitability for parallel solving. 
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Figure 2: Dependency of the CPLEX solver running times of the number of variables 




Figure 3: Block structure of a REMix model instance. x-axis: variables, y-axis: constraints. 
a) few blocks of very different size  poor parallelization, b) many blocks  too many linking elements, c) good compromise of number of blocks and number of linking elements.
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The assessment of the run time reductions that can be achieved through parallelization, the most suitable block structures and the transferability to other energy system models is work in progress in the BEAM-ME project and will be finalized by June 2019.

Conclusions
Many energy system modellers encounter run time problems with their models. The need for run time reduction as well as information on suitable resolutions is addressed in the BEAM-ME project. This talk presents an overview and assessments of run time reduction strategies, gives advice on how to access information about running energy system models on high performance computers and introduces an open access best practice guide for interested energy system modellers.
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