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abstract

We investigate the direct role of technological innovation and other factors influ-
encing industrial energy intensity across 17 EU countries over 1995–2009. We 
develop an innovative industry-level patent dataset and find compelling evidence 
that patent stock negatively influences industrial energy intensity. In particular, we 
find a much stronger effect of patent stock on energy-intensive industries with an 
estimated coefficient of –0.138 which almost double that of less energy-intensive 
industries (estimated at –0.085). While our results show that energy price remains 
the major determinant of energy intensity, the chemicals industry, which is not 
covered by the EU Emissions Trading Scheme (ETS) during the sample period, 
appears more susceptible to energy prices relative to other energy-intensive indus-
tries that are covered by the EU ETS. Exploring regional differences in carbon tax-
ation, we find a significant decline in energy intensity in Northern Europe owing to 
the carbon tax policy implemented in the early 1990s across the Nordic countries. 
Keywords: Industrial energy intensity, Innovation, Energy price, Carbon tax
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1. INTRODUCTION

Energy efficiency is often seen as perhaps the most straightforward ‘no-regrets’ means of 
delivering energy security, greenhouse gas emissions reductions and decoupling economic growth 
from rising energy use (Jaffe, Newell & Stavins, 2004). Moreover, energy efficiency can act as a 
bulwark against ever-increasing pressure on energy-intensive industries to reduce emissions and 
energy use in a carbon-constrained world. Rising fuel prices and their impact on industrial compet-
itiveness have made energy efficiency improvements a central focus of EU energy policy. The oil 
crises of 1973–1974 and 1979 brought energy prices (and hence energy efficiency) to the fore as a 
crucial concern in national policy-making. More recently, external pressures such as the US shale 
gas ‘revolution’ and China’s burgeoning steel exports have highlighted the challenges Europe faces 
in terms of global competitiveness if it is to retain its domestic manufacturing base. In response to 
the mandate received from the European Council, the European Commission issued a report on 
energy-intensive industries (like steel, ceramic, chemicals, glass) and documents that the compet-
itiveness of these industries may be at risk as a result of increasing energy prices and transmission 
costs (CEPS, 2014).
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Faced with the slow recovery of industrial output against the challenge of growing com-
petitive pressures from emerging economies following the Global Financial Crisis, most countries 
in the EU continue to witness a falling share of their manufacturing sectors (Bernard et al., 2016; 
Stollinger, 2016). Given that the manufacturing sector is viewed as a key element in industrial 
strategy and employment in traditional industries in the European Union, many European policy-
makers seek to avert (or at least attenuate) the decline in manufacturing associated with the wider 
structural shift towards the service sector, which is becoming more important in all developed coun-
tries (Schettkat and Yocarini, 2006; Hofer et at., 2015). This belief hinges on the supposition that 
a strong industrial base is fundamental to Europe’s economic recovery and competitiveness. To 
remain profitable in a globally competitive environment, in the presence of stringent environmental 
policies and regulation, European manufacturing firms must constantly increase their productivity 
performance. Becoming more innovative in term of production and process is one promising way 
to open new paths in this context. Since the launch of the EU ETS in 2005, there has been consid-
erable debate over leakage, i.e., the extent to which firms would move operations of higher-carbon 
activities abroad versus inducing European manufacturing firms to develop new emission reducing 
technological innovation without a corresponding reduction in output (e.g. Sato et al., 2015; De-
mailly and Quirion, 2006).

Meanwhile, research into energy intensity has tended to focus on the contributions of 
energy efficiency improvements towards reducing global energy consumption and greenhouse 
emissions. Evidence of technological efficiency effect in decreasing aggregate energy intensity is 
documented in a number of studies, including Welsch and Ochsen (2005), Metcalf (2008), Zhang 
(2013), Voigt et al. (2014), Parker and Liddle (2016), and Karimu et al. (2017). Moreover, several 
previous studies also allude to the fact that structural effects can have an impact on the energy inten-
sity change (see Unander, 2007; Lescaroux, 2008; Huntington, 2010; Mulder and de Groot, 2012; 
Mulder et al., 2014). This has necessitated using other perspectives beyond the traditional approach 
of technological and structural effects to further investigate the factors influencing energy intensity. 
Investigating the factors contributing to declining energy intensity is usually based on regression 
analysis following decomposition of the total energy intensity into efficiency and structural effects. 
However, while the technological efficiency effect and the structural effect separately affect aggre-
gate energy intensity change, the existing literature reveals an obvious neglect of the direct role of 
technological innovation on energy intensity.1 Furthermore, even though technological efficiency 
change is adjudged to be an important driver of the change in energy intensity, the index number 
approach does not account for the contribution coming from this source (Ma et al., 2009). To the ex-
tent that decomposition analyses provide important insights regarding the overall intensity of energy 
consumption, as well as the structure of the economy, subsectoral energy intensity is directly linked 
with production which tends to be impacted more specifically by policy actions. 

Subsectors also differ in terms of energy required relative to other inputs like capital and 
labour (Mulder and Groot, 2012). Therefore, gaining a comprehensive understanding of the factors 
influencing energy intensity (i.e., energy consumption per unit of output) at the industrial level is 
crucial. Moreover, this analysis is all the more important considering the high degree of variation in 
energy intensity across industries, ranging from 40.70 TJ/ $million PPP (1995$) in chemical indus-
try to 1.87 TJ/ $million PPP in electrical and optical equipment industry.2 For example, evidence of 

1.  Perhaps, this dearth of studies can be explained by the lack of sector-level data on innovation activities such as patents 
in manufacturing industries, which has made its inclusion difficult in previous empirical studies (Gallagher et al., 2012).

2.  Average energy intensity is calculated by averaging the energy intensity across industry from 1995- 2009. See Appen-
dix Figure A1 for the industrial energy intensity bar chart.
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varying impact of technological innovation on energy intensity in different industries could indicate 
that certain industries possess greater or lesser ability to undertake more ambitious decarbonization 
efforts and might require tailored intervention. This could provide useful information for policy-
makers on the design and implementation of fiscal incentives for enhancing further energy conser-
vation and targeting new emission-reducing technologies. 

We offer four main contributions in this study. First, we have developed a unique indus-
try-level patent dataset to investigate the determinants of industrial energy intensity across European 
manufacturing industries. As such, patent stock provides insight into the interplay of energy prices 
and technological innovation on energy intensity. Second, building on the existing energy demand 
literature, we consider asymmetric response of industrial energy intensity to price by decomposing 
energy price into three components.. Third, we explore heterogeneities across industry categories, 
with special focus on energy-intensive industries and less energy-intensive industries. Taking into 
account that subsectors of manufacturing differ in important respects from each other in term of 
intensity of energy use, hence their reasonable classification as energy-intensive and less energy-in-
tensive industries. Finally, we compare regional industrial energy intensity analysis by accounting 
for inter-regional differences, notably the presence or absence of a carbon tax.

The remainder of the paper is structured as follows. In the next section, we provide a brief 
literature review of previous studies that examine the determinants of energy intensity. We describe 
our methodological approach in greater detail in Section 3. The data used are presented and dis-
cussed in Section 4. In Section 5 we present the results, while Section 6 offers some conclusions and 
points to some important policy implications.

2. RELATED LITERATURE

Our study draws on two different strands of the academic literature that have each been 
well studied in their own right, but which have not intersected much – aggregate energy intensity 
found in single or multi-country context and asymmetric price response, usually employed in energy 
demand literature. Indeed, there is now a large body of work on energy intensity and its determi-
nants, usually using a two-stage approach comprising index decomposition analysis technique and 
econometric techniques to examine on the relationship between energy intensity indices and their 
determinants3. These studies span a wide range of countries and time periods over the last three 
decades, including both multiple and single-country studies. The change in energy intensity at the 
aggregate level is found to occur through two basic sources. The change in sectoral energy produc-
tivity due to technological improvements, and structural change which involves shifting production 
between sub-sectors, especially from energy-intensive manufacturing industries towards less ener-
gy-intensive service sectors.

Many of the multi-country studies on economy-wide aggregate change in energy inten-
sity analysis, for example, Oseni (2009); Zhang (2013); Jimenez and Mercado (2014); Mulder et 
al. (2014) and Atalla and Bean (2017), identify energy prices and per capita income as the main 
determinants of energy intensity. Examining energy determinants for 16 Organisation of Economic 
Cooperation and Development (OECD) countries, Oseni (2009) concludes that long-run reduction 
in energy intensity as a result of energy prices and income is largely due to movement away from en-
ergy-intensives activities and toward the less energy-intensive service sector. Drawing on 75 coun-
tries, Jimenez and Mercado (2014) show that per capita income, petroleum prices, fuel-energy mix, 

3.  The two commonly used methods are the Fisher Ideal index and the Logarithmic Mean Divisia Index (LMDI). See Ang 
and Zhang, 2000 for a detailed literature survey on index number decomposition analysis.
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and GDP growth are the factors contributing to energy intensity with clear correlation with structural 
economic shift. They conclude that Latin American countries experience decline in energy intensity 
around 20% during the sample period which was regarded as underperformance. Atalla and Bean 
(2017) estimate the determinants of energy productivity in 39 countries and confirm that higher 
levels of income per capita and higher energy prices are associated with greater energy productivity, 
while a greater share of output from industry is associated with lower energy productivity levels. 

Single-country studies on aggregate energy intensities include those of Metcalf (2008), 
Song and Zheng (2012) and Wu (2012), all of which find a marked reduction in energy intensity 
during the sample period and identify efficiency as the major driver responsible for decreasing 
energy intensity. Metcalf (2008) decompose state-level energy intensity changes occurring in the 
United States and econometrically examine the decomposition indexes in a panel analysis. In line 
with the earlier findings, Metcalf (2008) confirms that rising per capita income and energy prices 
significantly contribute to energy efficiency improvements but are not associated with structural 
economic shift. Using a provincial-level panel data set, Song and Zheng (2012) adopt an econo-
metric approach to examine the driving forces behind China’s changing energy intensity from 1995 
to 2009. They surmise that rising income plays a vital role in reducing energy intensity while in-
creasing urbanization threatens energy intensity improvements. Wu (2012) further confirms that 
increasing income per capita and energy price led to a reduction in efficiency in China during over 
1997–2007. 

Sectoral studies include Lescaroux (2008) on the US manufacturing sector using two-digit 
SIC level data and Mulder (2014) on the determinants of energy intensity in the Dutch service sec-
tor. The common factor in all these studies is that price played an important role in explaining the 
decline in energy intensity. Zhang (2013) also shows that income growth and energy price increases 
were the main drivers of energy intensity, while the impact of trade is positively related to energy 
intensity in the manufacturing sector in Eastern Europe. In contrast to the studies on the two-stage 
approach, Hang and Tu (2007), Fisher-Vanden et al. (2016) and Verbic et al. (2017) use only econo-
metrics approach to investigate the determinants of energy intensity. In particular, Fisher-Vanden 
et al. (2016) consider four Chinese energy-intensive industries in examining the factors influencing 
energy intensity and conclude that in all four industries, energy prices and technology4 are signifi-
cant contributors to the decline in energy intensity. 

With respect to asymmetric price response, the energy demand literature has established 
that price changes may be asymmetric owing to the long life of capital and price-induced technical 
change (Gately and Huntington, 2002; Griffin and Schulman, 2005; Huntington, 2006; Adeyemi and 
Hunt 2007, 2014; Olaniyan and Evans, 2014). It is therefore surprising that only a couple of papers 
(see Lescaroux, 2008 and Parker and Liddle, 2016), have attempted to examine this relationship be-
tween prices and efficiency. Lescaroux (2008) confirms the asymmetric response of energy intensity 
to prices, emphasizing that price rises are associated with more efficiency improvements than those 
lost when prices fall. However, Parker and Liddle (2016) find no statistically significant relationship 
between asymmetric price and energy intensity and conclude that the direction of price movement 
may not matter to energy intensity. 

Unlike Parker and Liddle (2016) who consider only upward and downward price move-
ment, we adopt the traditional price decomposition approach following Adeyemi and Hunt (2007, 
2014) and disaggregate energy price into three phases: price maximum (maximum historical prices), 
price recovery (sub-maximum increases) and price cut, which is meant to reflect any endogenous 

4.  Fisher-Vanden et al. (2016) employ R&D expenditures as proxy for technological innovation. However, R&D is a 
measure of inputs, and takes no account of the productivity and effectiveness of effort (See Griffith et al., 2006).
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effect of technological progress. This approach enables us to disentangle the effect of changing oil 
prices during the low-price period prior to 2004 and the period of marked oil price increases over 
2004–2008, which culminated in the historical high reached in July 2008 just before the onset of the 
Global Economic Crisis5. The interactions between technological innovation and the price compo-
nents can lead to varying direct price-induced innovation in the manufacturing sector owing to the 
argument that the energy demand response to an increase in the maximum price is not necessarily 
the same as the response to a price recovery. Hence, understanding these interactions allow policy-
makers to revise their policies to achieve their objectives as a result of price changes.

Based on the literature review, we find four fundamental issues unaddressed in the existing 
studies and we seek to fill these gaps. First, there is an obvious neglect of the direct impacts of in-
novation with respect to both energy intensity and energy demand. Second, no study has considered 
asymmetric response of industrial energy intensity to price by decomposing energy price into three 
components. Third, the existing literature does not account for subsectoral heterogeneities in the 
analysis of energy intensity. Finally, none of the existing studies have considered differences across 
EU countries despite the historical diversity in their energy and climate change policies. 

3. METHODOLOGY AND HYPOTHESES

Our aim is to investigate the factors influencing energy intensity in the EU manufacturing 
sector. Many factors have been widely acknowledged to influence industrial energy intensity and 
the approach adopted here is similar to that of Fisher-Vanden et al. (2016). We lay out below a set 
of relevant hypotheses to examine the impact of key economic factors in the EU manufacturing 
sector. These testable hypotheses are discussed under following general categories—energy prices; 
technological innovation; capital intensity; trade openness; regional differences; and exposure to 
carbon taxation. 

The arguments behind why these determinants of energy intensity such as an increase in 
energy prices may lead to lower energy intensity has been well studied since higher prices are ex-
pected to lead to lower energy consumption (see Parker and Liddle, 2016; Mulder and Groot, 2012, 
2014). Hence, we propose the following hypothesis:

H1: We expect energy prices, ceteris paribus, to have a significant and negative relation-
ship with energy intensity. In particular, we expect energy-intensive industries to respond 
more aggressively by lowering their energy intensity more than less energy-intensive 
industries in response to higher energy prices.

Closely allied to increases in energy prices is the impact of technological innovation on 
energy intensity. In practice, technical innovation in manufacturing industries might not be realized 
without an effective driving force in which pricing plays an important role. The increase in cost of 
energy could lead to the development of more energy-efficient technologies (Birol and Keppler, 
2000). 

H2.1: New technological innovation potentially enhances higher output using the same 
level of inputs, thereby reducing energy intensity. We expect that technology improve-
ments in specific processes and products, proxied by patent stock, will lead to a decline in 

5.  Although energy price includes all forms of energy other than oil, the emphasis on oil prices is only an indication of 
high volatility experienced by oil prices relative to other energy prices during the financial crises. In Tables A4–A7 in the 
Appendix, we conduct a sensitivity analysis where we omit 2008–9, but find no major qualitative differences from the full 
time series. 
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energy intensity. Faced with the need to adopt low-carbon technologies, we also expect 
energy-intensive industries to generate, ceteris paribus, more patents, thereby leading to 
a greater impact in reducing energy intensity relative to less energy-intensive industries.

H2.2: The interplay between energy prices and innovation will result in substantial en-
ergy intensity reduction as firms are expected to react to an increase in energy prices by 
scaling up their investments in technological innovation. This interplay is proxied by the 
interaction of price and patent stock. 

Capital accumulation of more energy-efficient capital stock due to new technology is also 
crucial to reducing energy intensity. Popp (2001) posits that firms made costly adjustments to cap-
ital, despite the fall in energy prices in the early1980s, because the new technology, which was de-
veloped in response to the energy crisis, was better than the previously existing technology. Earlier 
studies, such as Thompson and Taylor (1995) and Steinbuks and Neuhoff (2014) confirm the degree 
of substitution between energy and capital. Specifically, Thompson and Taylor (1995) establish 
that capital and energy are substitutes in both the short and long run based on the estimates of the 
Morishima elasticity of substitution. Metcalf (2008) further argues that energy and technology may 
be substitutes in production. Thus, regardless of energy prices, technology-induced investment can 
contribute to reducing energy intensity.

 H3: As a plausible means by which energy-efficient technologies can influence energy 
intensity, we expect capital intensity, proxied as the capital-labor ratio, to be negatively 
related to energy intensity. As more capital is geared toward more advanced production 
technologies, especially in energy-intensive industries, energy efficiency improves. 

Trade openness has been considered as a channel for foreign technological spillovers in 
reducing energy consumption (Liao et al., 2009). This dates back to the work of Coe and Helpman 
(1995) which establish that technology spills over across countries via trade flows. Trade could 
also subject firms to a higher level of competition and encourage the development of cost-cutting 
strategies, which will encourage energy savings (EBRD, 2010). Technological diffusion via trade 
openness can stimulate domestic innovation and engender competition in the local economy, which 
also has implications for reducing energy intensity. 

 H4: Trade openness is expected to play an important role in explaining differences in 
energy intensity in the EU manufacturing sector. In more trade-exposed energy-intensive 
industries such as steel (basic metals), we expect a negative relationship with energy 
intensity in order for firms in the industries to remain competitive and maintain their 
market share in the international markets.

All the 17 sampled countries in the study are part of the European Union and are subject 
to the same institutional framework, policies and directives (such as those on energy efficiency and 
climate change targets). We expect though that in addition to the likely national differences in how 
policies are implemented driven by country-specific circumstance, there may also be strong regional 
effects. There are clear groupings within the group of countries in terms of common history, level 
of development, industrial structure and policy approaches to energy and climate change. Over the 
course of the period of our study, the regulation of greenhouse gases has increased dramatically at 
both the national and EU level. In the early 1990s, Finland, followed by Sweden and Denmark im-
posed relatively high carbon taxes that have continued to this day. Following the Kyoto Protocol in 
1997, the EU instituted an EU-wide Emissions Trading Scheme (ETS), which applied to the power 
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and some (but not all) of the manufacturing sector. The system began operating in 2005 with a trial 
period and a full-fledged system from 2008, near the end of our time horizon.

H5.1: We would expect there to be a clear negative relationship between the level of the 
carbon tax and energy intensity in those countries where a carbon tax has been em-
ployed. 

H5.2: We expect that subsectors covered by the ETS will exhibit different responses in 
terms of improvements in energy intensity than other sectors that are not covered. In par-
ticular, we expect that energy-intensive sectors within the EU ETS (e.g., metals, pulp and 
paper) will have a lower price elasticity than those energy-intensive sectors not covered 
by the ETS (notably chemicals). 

3.1 Panel Data Analysis

Our dataset is an unbalanced panel consisting of cross-sections of subsectors with a rel-
atively short time series (15 years from 1995–2009). Given that the cross-sections cut across dif-
ferent subsectors in seventeen EU countries, there is the possibility of a range of time invariant 
country-specific and sector specific-unobserved factors influencing the behavior of each subsector. 
Hence, we adopt techniques from panel data econometrics, which are best suited to handle this 
observational-specific heterogeneity that is fixed over time. A distinctive feature of panel data mod-
elling is the treatment of unobserved heterogeneity by simply including time-invariant unobservable 
individual effects in the model. The two alternative approaches for obtaining unbiased estimated 
parameters in panel data are to use fixed effects (FE) and random effects (RE) estimators, each of 
which treats unobserved heterogeneity differently in a model. While the FE estimator deals with 
such heterogeneity explicitly in the estimation process by putting in a dummy for each individ-
ual; otherwise known as the Least Squares Dummy Variables (LSDV) estimator, the RE estimator 
implicitly recognizes it, and assumes the individual effects are drawn from the same probability 
distribution thereby making them random and treated as though they were a part of the error term. 
The FE estimator is always consistent, but the RE estimator, where applicable, is more efficient and 
becomes more parsimonious as it has fewer parameters. In a fixed effects model, consistency does 
not require that the individual and error terms are uncorrelated. However, RE estimators do require 
that the individual effects (and hence the composite error term) are uncorrelated with the explana-
tory variables for it to be consistent. A specification test based on the comparison of two alternative 
estimators of the same parameter vector is known as the Hausman test (Hausman, 1978), which is 
often used to choose the appropriate estimator. 

However, since the cross-sections in this dataset represent in twelve industries in seven-
teen EU countries with distinctive sovereign power, these variations could amount to unobserved 
heterogeneity. If this unobserved heterogeneity was contained in variables indicative of factors such 
as climate change regulatory policy, it is highly likely that the unobserved heterogeneity, and hence 
the individual effects, would be correlated with the independent variables i.e. factors such as climate 
change regulatory policy could influence explanatory variables. In the event that the strict exoge-
neity assumption for a RE model is not tenable, only FE estimators would be consistent. We then 
proceed to investigate the factors influencing energy intensity of the EU manufacturing sector by 
employing a FE estimator while incorporating time dummies as controls for factors that are constant 
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across sectors and countries but vary over time such energy prices. The model specification for the 
static FE model for industrial energy intensity is as follows:6 

EI P PAT OPEN GROWTH K L P PATit it it it it it it� � � � � � �� � � � � �1 2 3 4 5 6( / ) iit

i t i itD� � �� � �  (1)

where i represents subsectors, i = 1, …, 12, and t represents the years 1995–2009. itEI  is the log of 
aggregate energy intensity, itP  is the log of energy price,  itPAT  is the log of patent stock, itGROWTH  
is the growth rate of value added,  itOPEN  is the degree of trade openness, ( )/  itK L  is log of capital 
intensity, *   it itP PAT  is the interaction between patent stock and energy price. The αi term is a country 
fixed effect that allows for unobserved heterogeneity, Dt is the year dummy capturing any time effect 
while εit is the idiosyncratic random error. 

3.2 Asymmetric Price Response

Past energy demand studies (see Dargay and Gately 1995; Gately and Huntington, 2002; 
Griffin and Schulman, 2005; and Huntington, 2006; Adeyemi and Hunt 2007, 2014; Olaniyan and 
Evans, 2014) have shown that energy prices have imperfect reversibility such that the responsive-
ness of demand in periods of high energy prices differs from the responsiveness in periods of fall-
ing prices. More importantly, these asymmetric price movements affect the level of technological 
change as higher prices tend to induce innovation or installation of more efficient capital stock 
which has important implications for energy intensity. 

Drawing on these studies, we decompose energy prices into three different components to 
examine the asymmetric response of energy price. Energy prices in this study (the log of real sub-
sector prices) are decomposed into three categories which are price maximum ( maxP ), price cut ( cutP )  
and price recovery ( ) recP as follows:

1= + max
t tP P P  +  +cut rec

t tP P  (2)

where:
tP is the log of energy price 
1P is the log of price in the initial year, 1=t ; 

 max
tP  i.e. the cumulative increase in log of maximum historical prices and is monotonically 

non-decreasing,  0≥max
tP  

 cut
tP  i.e. the cumulative decrease in log of prices; monotonically non-decreasing,   cut

tP  ≤ 0 
 rec

tP  i.e. the cumulative sub-maximum increase in log of prices; monotonically non-de-
creasing,  rec

tP  ≥ 0 
Therefore:

P P P Pt t t
max max P max� �� �{ ,..., ) ( ,..., )}(

1 1 1  (3a)

P Pt
cut

t t� �� �{ )}min P(0,( 1  (3b)

P P P Pt
rec

t t t t� � � �� � �{ ) ( )}max P max max(0,( 1 1  (3c) 

Substituting the decomposed price variable given in Eq. (2) into Eq. (1) gives a generalized equation 
as follows:

6.  Nevertheless, we estimate both fixed effects and random effects, and carry out a Hausman test to select the specification 
that better suits our dataset.
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where   itEI  is the logarithm of the energy intensity for each subsector at time t, max
itP  is the logarithm 

of real price maximum for each subsector, rec
itP  is the logarithm of real price recovery for each sub-

sector while cut
itP  is the logarithm of real price cut for each subsector. *  max

it itP PAT  is the interaction 
term between patent stock and the energy price maximum,  *rec

it itP PAT  is the interaction term be-
tween patent stock and energy price recovery and  *cut

it itP PAT  is the interaction term between patent 
stock and energy price cut.  itX  are other covariates discussed in Eq. (1) above, while Dt, αi and εit 
also remain as defined in Eq. (1).

4. DATA SOURCE AND DESCRIPTIVE STATISTICS

Our analysis is based on panel data from 12 manufacturing subsectors at the two-digit level 
using the International Standard of Industrial Classification (ISIC) Rev 3 for 17 European countries 
over the period 1995–2009. The selection of the 17 countries in our sample is determined mainly 
by data availability, especially by data on our main variable of interest, industry-level gross energy 
use and patent data.7 Together, these countries account for over 80% of EU gross value added. The 
manufacturing subsectors covered by our study are reported in Table A1 in the Appendix, which 
shows the ISIC rev3 classification of the industries. The data series for industry-specific gross value 
added, capital stock, labor, price deflators, gross energy use and energy expenditure are obtained 
from the World Input–Output Database (WIOD).8 The WIOD gives a comprehensive summary of 
all transactions in the global economy between industries (and final users) across countries over the 
years covered by the database (1995 to 2009).9 It is based on national accounts data harmonized for 
international comparability. Amongst others, it reports (direct) energy costs, output, value added and 
other environmental indicators like energy use, CO2 emission etc. According to Voigt et al (2014), 
the WIOD offers some advantages in that the harmonization procedures undertaken throughout the 
data collection minimize the risks of measurement errors. Also, the consistence in data collection 
and comparability across countries describes the data efficiency gains at the sectoral and global 
levels. Besides the broad country coverage and sectoral disaggregation, the dataset has another key 
advantage as it contains several unified satellite accounts with the same sectoral classification as the 
core dataset. 

We measure energy intensity by the ratio of energy use input to output. The indicator of 
output is gross value added, expressed in millions of national currencies at current prices, and ex-
tracted from the Socio-Economic Accounts section of the WIOD. To generate the real output, the 
gross value added is deflated using the subsector price index of gross value added (where 1995 = 
100).10 To ensure international comparisons, the real output in national currencies are then converted 

7.  The 17 EU countries consider in the study are Austria, Belgium, Denmark, Finland, France, Germany, Greece, Hun-
gary, Ireland, Italy, Luxembourg, Netherland, Poland, Portugal, Spain, Sweden and United Kingdom.

8.  See Timmer et al., (2015) for a detailed discussion on the methodology used in the World Input–Output Database.
9.  Due to lack of extended data for the industry-level energy use in WIOD, the analysis was confined to a fifteen-year 

sample period, spanning 1995–2009. Recent empirical studies that faced similar constraint having employed data from 
WIOD, covering the 15-year time period (1995–2009), including: Hübler and Glas (2014), Löschel et al. (2015), Adetutu et 
al., (2016) and Sharimakin et al.(2018).

10.  The WIOD provides data on sectoral price deflators, allowing us to retain important information and variations with 
respect to price development, which is an advantage over the use of aggregate national price deflators in sectoral analysis 
(Voigt et al, 2014).

https://onlinelibrary.wiley.com/doi/epdf/10.1111/roie.12178
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to international prices (US$) using the purchasing power parity exchange rates from the Penn World 
Table (PWT7.1). Gross energy use, which is measured in physical units (TJ), is extracted from the 
Environmental Accounts section of the WIOD. We also capture the share of gas and electricity as 
the fraction of the sum of gas and electricity in gross energy use. The amount of gas and electricity 
in physical units (TJ) are also extracted from the WIOD. Capital intensity is expressed as a ratio of 
capital to labor. One of the advantages of the WIOD is the availability of a capital stock variable. 
It is often difficult to obtain (physical) capital stock data from official data sources, not least at the 
industrial level. The WIOD offers information about real fixed capital stocks and gross fixed capital 
formation for each country and sector. Real fixed capital stock is measured in 1995 prices and con-
verted to million 1995 international dollars in a manner analogous to output. Labor is measured as 
number of people engaged in work (in thousands). We use this information to construct a measure 
of capital intensity expressed as capital-labor ratio.

In the case of energy prices, previous studies (e.g. Sato and Dechezleprêtre, 2015; Parker 
and Liddle, 2016) have relied on country-level industrial energy prices published by the US En-
ergy Information Agency (EIA). However, these series are aggregate country-level industrial energy 
prices data which do not reveal sufficient information about sector-specific details. Therefore, we 
follow Adetutu et al., (2016) and Sharimakin et al., (2018) to generate industry-specific real prices 
of energy based on the ratio of energy input expenditure at constant prices in US$ to gross energy 
use (in TJ). This approach provides a more robust measure of industrial energy prices faced by 
each industry.11 The intermediate energy input expenditure is also obtained from WIOD and then 
deflated to constant (1995=100) prices by applying the implicit price deflator for each subsector. The 
constant price series are then converted to international prices using the purchasing power parity 
exchange rates from the Penn World Table (PWT7.1). 

In our study, we define manufacturing innovation following the definition of Abernathy 
and Utterback (1978) as “any product or process new to a business unit (firm).” Hence, we use 
patents as a reflection of actual innovative activity in a given year.12 Patents have been commonly 
used as an output-based measure of technological innovation. Past studies have also lent credence to 
the superiority of patents to R&D as a potential proxy for innovation (see Popp, 2001, 2006; Ulku, 
2007; Johnstone et al., 2010; Aghion et al., 2012). The Patent variable include all patents granted 
by the European Patent Office (EPO) over the study period. Patents granted are linked to industrial 
sectors using a concordance table between industries and technologies made available by the Fraun-
hofer Institute for System and Innovation Research.13 Instead of using patent flows as a measure of 
innovation, we constructed patent stocks for each industry following an approach proposed by Hee-
ley et al (2000), which confines the depreciation of the patent stock to a period lasting only several 
years. The approach also addresses the problem of calculating initial patent stock in the perpetual 
inventory approach. Similar to Blind and Jungmittag (2008), we assume a deprecation rate of 15% 
for the calculation of patent stocks and compute patent stocks as follows; 

( )( )

5

1 τµ −

= −

= −∑
t

t gr
it it

r t

P P  (5)

11.  We also use alternative measures of energy price including the Brent oil price (Tables A8–A11) and country-specific 
industrial energy prices (Tables A12–A15) to test for the robustness of our preferred measure. 

12. For our Patent variable, we use quantity of patents granted in a year. Like other flow variables, such as expenditure and 
investment, it is in reference to a specific time.

13.  We are grateful to Dr Peter Neuhäusler of the Fraunhofer Institute for Systems and Innovation Research ISI in Karl-
sruhe, Germany, for providing industry-level patent data. See Van Looy et al. (2014) for a format of patent statistics concor-
dance.
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where gr
itP  is the number of EPO patent granted to a given EU member state in subsector i in year t, μ 

is the depreciation rate and τ is 5−t . We interact patent stock with energy price in order to investigate 
the sectorial technological response to an increase in energy prices. We hypothesize that higher en-
ergy prices lead to the development of more energy-saving technologies which incidentally increase 
innovative activities.

Trade openness for each subsector is measured as the ratio of the sum of imports and ex-
ports to output. Data for subsector exports and imports are accessed from the Structural Analysis 
database of the OECD. Exports and imports are available in millions of local currency units from 
WIOD and deflated using base year 1995 sector-specific implicit gross domestic deflators taken 
from the same database. The constant (real) local currency units were then converted to 1995 inter-
national dollars using purchasing power parity conversion from Penn World Tables. We also control 
for output growth, which is measured as the rate of change of value-added of each sub-sector using 
value-added data extracted from the WIOD. Although the convention in energy demand studies 
is to use GDP as a measure of income, considering that our study is on disaggregated industrial 
energy intensity, we adopt the approach by Zheng et al (2011), and use growth rate of gross value 
added which controls for the effect of structural changes in each subsector as opposed to level of 
gross value added, an equivalent of GDP in residential and country-level studies.14 Growth rate of 
value-added accounts for manufacturing output expansion in each subsector. We also control for 
carbon taxation using data obtained from Dolphin et al. (2018), which in turn was compiled from 
various sources. 

Table 1 shows summary statistics for the levels of the key variables in 1995 for each coun-
try and Panel B presents the same for the changes through 2009. The ranking of countries looks 
sensible with the Germany having the highest patent stock (2080), followed by France (893) and 
the UK (500). All countries have experienced significant investment in technological innovations as 
indicated by the growth in the patent stock in column (4) of Panel B, with the exception being the 
UK, which experienced negative change. On average, the patent stock increased from 279 in 1995 
to 345 in 2009. Germany had the fastest absolute change in the patent stock, increasing by 682. Po-
land had the most energy-intensive economy, but saw the largest efficiency improvement between 
1995–2009 via a reduction in energy intensity by over 57%. The mean energy intensity decreased 
by 8.4% from 12.7% in 1995 to 11.02% in 2009. Hungary, Spain and Portugal witnessed an increase 
in energy intensity growth between 1995 and 2009. Table A3 in the Appendix also shows similar 
cross-industry levels and growth in key variables. 

5. RESULTS AND DISCUSSIONS

The estimation models specified in equations (1) and (2) are reported in Tables 2 to 6 for 
industrial energy intensity. We model both price symmetric and asymmetric response of energy 
intensity to energy prices. We estimate random effects and fixed-effects estimators to avoid the 
potential bias associated with the pooled OLS due to the presence of unobservable sector-specific 
characteristics associated with panel data. In order to choose between the RE and FE estimators, we 
conducted a Hausman (1978) test. The test statistic is based upon contrasting the FE and RE estima-
tors in which the standard Hausman test rejects the null hypothesis that the conditional mean of the 
disturbances given the regressors is zero. Based on the statistical power of the test, the Hausman test 

14. So far, Zheng et al (2011) remains the only available industry-level study on aggregate energy intensity which does not 
decompose energy intensity into efficiency change and structural change. 
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suggests that fixed effects estimates are consistent. On this basis, we choose a fixed effects model 
as the appropriate model for our data and our subsequent analysis and discussions are premised on 
the estimates of fixed effects in column (3) and (4) as reported in Table 2 and are used throughout 
the remainder of our study.

In column (3), as expected, energy price has a negative and statistically significant rela-
tionship with industrial energy intensity. Holding everything else constant, the elasticity of –0.61 
implies that a 1% higher energy price is associated with a 0.61% decline in energy intensity. In 
addition, energy price is highly significant for the three price components in the asymmetric energy 
price specification (column 4). The asymmetric energy price model provides some insight into the 
varying magnitude of the impact of shifting energy prices. Energy price maximum has the highest 

Table 1: Summary Statistics by Country
A: 1995 Levels Averaged by Country

Country

Energy 
Intensity
(TJ/$M PPP)

ln (Value
Added)
($M PPP)

Total 
Price
($M PPP/TJ)

 Patent 
Stock
(Number)

Trade 
Openness
(ratio)

Share
Gas & Electric
 (ratio)

Austria 11.297 7.677 0.009 108.893 4.191 0.608
Belgium 12.216 7.773 0.012 94.472 7.016 0.552
Denmark 8.775 6.903 0.004 65.890 6.011 0.537
Finland 21.258 7.078 0.006 93.807 3.117 0.315
France 13.142 9.219 0.014 893.734 3.100 0.614
Germany 9.581 10.015 0.010 2080.386 2.666 0.563
Greece 11.272 6.801 0.015 1.627 2.532 0.285
Hungary 14.264 6.968 0.021 3.993 1.575 0.618
Ireland 8.069 6.614 0.018 11.351 4.285 0.536
Italy 9.103 9.735 0.015 290.701 1.622 0.654
Luxembourg 12.423 4.738 0.007 13.348 0.000 0.645
Netherlands 15.604 7.966 0.011 363.801 6.201 0.677
Poland 22.381 8.153 0.011 0.555 0.891 0.243
Portugal 13.096 7.267 0.011 0.592 3.141 0.301
Spain 9.014 8.993 0.016 31.836 2.457 0.481
Sweden 16.389 7.506 0.005 187.946 4.462 0.420
UK 8.011 9.473 0.010 500.684 1.419 0.583
Mean 12.701 7.832 0.011 279.036 3.233 0.507

B: Changes from 1995 to 2009 Averaged by Country

Country

∆(Energy 
Intensity)
(TJ/$M PPP)

∆ln (Value 
Added)
 ($M PPP)

∆(Total 
Price)
($MPPP/TJ)

∆(Patent 
Stock)
(Number)

∆(Trade
Openness)
(ratio)

∆(Share
Gas & Electric)
(ratio)

Austria –2.532 0.257 0.006 41.523 1.786 0.034
Belgium –2.463 0.094 0.008 34.165 10.028 0.063
Denmark –1.976 –0.240 0.006 23.701 21.252 0.062
Finland –7.018 0.301 0.006 29.211 1.421 0.106
France –5.769 0.337 0.014 80.976 –3.100 0.013
Germany –1.918 0.083 0.019 682.715 1.787 0.041
Greece –1.385 0.032 0.009 4.992 1.643 0.144
Hungary 16.594 –0.491 –0.001 3.254 2.991 –0.063
Ireland –0.696 0.344 0.002 15.899 1.889 –0.024
Italy –0.299 –0.224 0.008 196.044 0.940 –0.004
Luxembourg –1.934 0.337 0.008 20.004 20.847 –0.107
Netherlands –3.243 0.083 0.010 7.950 6.550 –0.009
Poland –12.792 0.471 0.016 9.688 –0.891 0.172
Portugal 0.242 0.107 0.004 4.511 –3.141 0.226
Spain 2.559 –0.057 0.001 55.722 –1.159 0.148
Sweden –5.554 0.342 0.020 90.109 1.303 0.075
UK –0.7285 –0.133 0.005 –117.767 0.381 0.031
Mean –1.680 0.094 0.008 69.570 3.724 0.054
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statistically significant impact on energy intensity with a price elasticity of –0.74, followed by price 
recovery, –0.62, while energy price cut, –0.47, experiences the lowest impact of the three asym-
metric price components. These findings indicate that the pattern of price movements is crucial in 
stimulating efficiency improvement as price rises led to more efficiency improvements than when 
efficiency gains when prices are low. These results are consistent with Lescaroux (2008) who pro-
vides a related evidence of asymmetric response of efficiency to energy prices in the US manufactur-
ing sector but contrasts with those of Parker and Liddle (2016). In tandem with the first hypothesis, 
H1, energy price remains the major determinant of energy intensity in EU manufacturing sectors. 

Likewise, the impact of the patent stock is negative and statistically significant, same as the 
interaction between the energy price and patent stock. Our results are consistent with the findings 
reported by Fisher-Vanden et al. (2016) for four Chinese energy-intensive industries. Reduction in 
energy intensity is driven by patent stock through two key influences: (i) efficiency improvement 
due to technological innovations which is independent of the level of energy prices and (ii) techno-
logical innovation induced by raising energy prices. The second hypothesis is also confirmed by our 
findings, which reveal that patent stock seems to consistently lead to a reduction in overall industrial 
energy intensity. Confirming the second hypotheses, H2:1 and H2:2, technological innovation (as 
proxied by patent stock) is consistently associated with a decline in manufacturing energy intensity. 

Table 2: Estimation Results for EU Manufacturing Sector 
(1) (2)  (3) (4)

Variables Random effects model Random effects model Fixed effects model Fixed effects model

Total Price –0.614*** –0.607***
 (0.0241) (0.0237)

Price-max –0.660*** –0.737***
(0.0295) (0.0309)

Price-cut –0.488*** –0.465***
(0.0403) (0.0382)

Price-rec –0.668*** –0.620***
(0.0316) (0.0343)

Patent –0.174*** –0.0279** –0.120*** –0.0126
(0.0282) (0.0134) (0.0304) (0.0145)

Openness  0.0940*** 0.0955*** 0.244*** 0.206***
(0.0238) (0.0259) (0.0264) (0.0267)

Growth-VA –0.389*** –0.414*** –0.355*** –0.397***
(0.0472) (0.0468) (0.0453) (0.0441)

Capital-intensity 0.0804*** 0.0726** –0.00803 –0.0127
(0.0305) (0.0324) (0.0333) (0.0326)

Share-gas-electric –0.321*** –0.394*** –0.298*** –0.322***
(0.0505) (0.0504) (0.0495) (0.0482)

Patent*price –0.0286*** –0.0212***
(0.00518) (0.00515)

Patent*price-max –0.0333***  –0.0231***
(0.00587) (0.00573)

Patent*price-cut 0.00696 0.00546
(0.0105) (0.0101)

Patent*price-rec –0.0225*** –0.0146**
(0.00675) (0.00660)

Constant –2.274*** 0.959** –4.268*** –0.611
(0.392) (0.408) (0.433) (0.423)

Observations 2,197 2,197 2,197 2,197
R-squared 0.637 0.660
Year DVs Yes Yes Yes Yes
Industry Effects Yes Yes Yes Yes
Country Effects Yes Yes Yes Yes

Standard errors in parentheses, *** p<0.01, ** p<0.05, * p<0.1
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The technological innovation induced by rising energy prices, as measured by the patent and price 
interaction, also results in substantial reductions in manufacturing energy intensity. 

The patent stock coefficient has the expected negative sign and is robust in the symmetric 
price model, although it is insignificant in the asymmetric price model. Furthermore, the statistically 
significant coefficients of the interaction terms between patent and asymmetric price components in-
dicates a greater reduction in energy intensity at the maximum energy price level, potentially due to 
adoption of more energy-efficient substitutes and technological innovation. By contrast, the interac-
tion term shows no significant impact on energy intensity at low prices as there is less incentive for 
process innovation in order to reduce energy use when energy prices are low. These findings are not 
surprising given the short panel framework of our data coupled with the relatively persistent growth 
in energy price over the sample period. In congruity with the second set of hypotheses, we find that 
the decline in energy intensity is much more sensitive to changes in maximum price than in price 
cut, which provides evidence of an asymmetric response of efficiency to energy prices in which 
rising prices between 2004 and 2008 result in greater efficiency improvements than when prices fall.

The impact of value-added growth rate on energy intensity is negative and robust across 
the model specifications. In line with other studies (e.g., Jimenez and Mercado, 2014), our finding 
suggests that an increase in output level using the same level of current inputs tends to enhance effi-
ciency change. Although not quite robust, the result also shows that the coefficient of capital inten-
sity is negatively associated with energy intensity. This implies that as stock of capital increases due 
to accumulation of more energy efficient capital stock in relation to labour, energy intensity tends to 
decrease. Juxtaposing our finding with the third hypothesis, H3, we could not validate the hypothesis 
as capital intensity does not seem to have any significant impact on energy intensity. Conversely, 
the result also shows that increases in international trade appears to raise energy intensity in the 
EU manufacturing sector. Although trade openness is generally believed to contribute to declining 
energy intensity in the EU owing to potential spillover effects as set out in the fourth hypothesis, 
H4, our analysis indicates that energy intensity rises substantially with increased trade openness in 
the manufacturing sector. Zhang (2013) finds a similar result that energy intensity slightly increases 
with the increase in trade openness for the Eastern Europe transition economies manufacturing sec-
tor. One reason adduced to the finding of positive relationship of trade openness and energy intensity 
stems from the supposition that trade induces specialization in more energy-intensive industries. 
Also, the impact of state aids by EU member countries reinforces support for international compet-
itiveness of these specialized trade exposed energy-intensive sectors. We will expect that the higher 
the share of gas and electricity in the total energy use, the greater the corporate pressure to reduce 
prices.15 Calel and Dechezleprêtre (2016) report that fuel switching, shifting the fuel mix away from 
coal in favor of natural gas, has been responsible for the major share of the reduction in carbon diox-
ide emissions since the EU ETS was instituted in 2005. Overall, the estimates in Table 2 confirm that 
energy prices in general do play a crucial role in reducing energy intensity. It also reflects a pattern 
consistent with the notion that rising energy prices could directly engender reduced energy intensity 
as well as the indirect effect of stimulating energy-saving technology development and adoption. 

Focusing on Table 3, we account for sectoral heterogeneities on the assumption that fac-
tors will affect industries differently owing to their variation in energy intensity and exposure to 
the Emission Trading Directive and other emission reduction obligations, such as carbon or energy 
taxes. To explore these heterogeneities, we first split our sample into two subsamples i.e. energy-in-
tensive and non-energy intensive industries. Building on existing literature (see Liddle, 2012; Sato 

15.  We expect different sectors to have different fuel mix given that different fuel mix drive responses such as investment. 
The reason we have to control fuel mix as well as heterogeneity. 
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and Dechezleprêtre, 2015; Song and Oh, 2015), we consider four energy-intensive industries: paper 
(ISIC 21-22), chemicals (ISIC 24), non-metallic products (ISIC 25 23), basic and fabricated metal 
(ISIC 27-28). The other eight industries are categorized as less-energy intensive manufacturing in-
dustries. The immediate striking difference between the fixed effects estimates of the energy-inten-
sive and less energy-intensive sectors lies in the statistical significance of patent stock in both fixed 
effect models of energy-intensive industries as opposed to less-energy intensive industries where the 
patent stock coefficient is not statistically different from zero. The larger coefficients for the patent 
stock of the energy-intensive industries suggests that heavy industries rely more on innovation to 
reduce energy intensity compared with light industries. This finding further reinforces the second 
hypothesis, H2.1, since we would expect energy-intensive industries to generate more innovation, 
thereby leading to a greater reduction energy intensity within these firms.

Table 3: Estimation Results for Manufacturing Sector Groups
Energy-intensive industries Less Energy-intensive industries

Variables Fixed effects Fixed effects Fixed effects Fixed effects

Total Price –0.502*** –0.669***
(0.0343) (0.0318)

Price-max  –0.675*** –0.855***
(0.0573) (0.0393)

Price-cut –0.415*** –0.499***
(0.0641) (0.0482)

Price-rec –0.0856 –0.704***
(0.0857) (0.0426)

Patent  –0.138** –0.0921*** –0.0848** 0.0249
 (0.0542) (0.0216) (0.0375) (0.0197)

Openness  0.301*** 0.338*** 0.208*** 0.142***
 (0.0380) (0.0375) (0.0349) (0.0356)

Growth-VA  –0.229*** –0.285*** –0.374*** –0.419***
(0.0686) (0.0664) (0.0578) (0.0557)

Capital-intensity  0.0162 0.0386 –0.0245 –0.0492
(0.0485) (0.0470) (0.0435) (0.0428)

Share-gas-electric –0.452*** –0.482*** –0.191*** –0.227***
(0.0706) (0.0684) (0.0646) (0.0622)

Patent*price –0.0141* –0.0215***
(0.00817) (0.00676)

Patent*price-max 0.00385 –0.0176**
(0.0130) (0.00705)

Patent*price-cut 0.00520 0.00728
(0.0178) (0.0125)

Patent*price-rec –0.0861*** –0.0101
(0.0221) (0.00823)

Constant –3.746*** –1.469** –4.488*** –0.325
(0.640) (0.592) (0.565) (0.561)

Observations 785 785 1,412 1,412
R-squared 0.628 0.657 0.660 0.689
Year DVs Yes Yes Yes Yes
Industry Effects Yes Yes Yes Yes
Country Effects Yes Yes Yes Yes

Standard errors in parentheses, *** p<0.01, ** p<0.05, * p<0.1

Energy price elasticities remain negative across the models and statistically significant for 
both industries, with less-intensive industries responding more to price increases than energy-in-
tensive industries. Given the relative price sensitivity of the less energy-intensive industries, price 
increases account for more induced technological innovation in lighter manufacturing industries 
compared to energy-intensive industries. One possible explanation is that in less energy-intensive 
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industries’ investments in energy-efficient technologies are driven largely by energy prices, while 
policies related to environmental concerns could be responsible for the propensity for innovation in 
energy-intensive industries. This finding implies that price elasticities of energy-intensive industries 
are more inelastic than those of less energy-intensive industries. Similar to the price decomposition 
estimates of the manufacturing industries reported in Table 2, the magnitude of the impact of price 
is seen to be highest at the maximum price level, followed by price-recovery while price-cut has the 
lowest price impact on energy intensity. 

More often than not, industrial energy policies across different European countries are tai-
lored to meet country-specific industrial strategies. For instance, in order to reduce CO2 emissions, 
countries like Denmark, Finland, Sweden and Poland have unilaterally adopted of carbon tax dating 
back to the early 1990s.16 A carbon tax policy is aimed at promoting substitution of fuel products 
and thereby encouraging energy saving as well as investment in energy efficiency improvement. 
Even for an EU-wide mechanism such as the ETS, in Phases I and II of the scheme (2005–7 and 
2008–12), countries were allowed to set the allocation of individual allowances, allowing for con-
siderable differences to arise. These inter-regional differences in climate change and energy policy 
will undoubtedly have an impact on regional energy consumption and regional energy intensity. 
Therefore, one way to possibly gain a more intuitive insight into geographical variation in energy 
intensity of European countries is through regional analysis. We cluster the 17 countries into four 
regions (Western Europe, Southern Europe, Eastern Europe and Northern Europe) to analyse any 
regional patterns while controlling for carbon tax.17 

No carbon tax estimate is reported in Table 4 for the other three regions as none of the 
countries in these regions introduced an effective carbon tax during the sample period.18 Interest-
ingly, the results show a negative and robust relationship between carbon tax and energy intensity 
in Northern Europe. Specifically, the carbon tax estimates of approximately –0.13 and –0.14 in both 
fixed effects models respectively for Northern Europe suggest that 1% increase in carbon tax will 
result in energy intensity reduction by 0.13% and 0.14% respectively. The findings affirm the fifth 
hypothesis, H5.1, as we expect that there would be a clear negative relationship between the level of 
the carbon tax and energy intensity in those countries where a carbon tax has been imposed. 

The comparison of the patent coefficients suggests a negative and statistically significant 
relationship with energy intensity across models in Northern and Southern Europe. The magnitude 
of the parameter estimates for the patent stock for Northern Europe is almost twice as large as the 
estimates of Southern Europe, possibly due to the existence of carbon tax which provides an incen-
tive for induced innovation towards technologies to reduce emissions. A similar patent effect can be 
observed in Eastern Europe in the symmetric price model. Invariably, this underscores the assump-
tion that policies on environment concerns and regulations are the major conservation strategies of 
promoting technological innovation development in manufacturing sector. The picture is less clear-
cut for both Western and Eastern Europe as the patent estimates have conflicting signs (although it 
is not significant for the price symmetric model in Western Europe).

16.  The Nordic countries were the first countries to levy carbon taxes. Finland imposed a carbon tax in 1990; Norway and 
Sweden in 1991; and Denmark in 1992. Poland also imposed a carbon tax in 1990, which was (and remained) much lower 
than those in the Nordic countries (World Bank et al., 2016).

17.  See Table A2 in the Appendix for the regional classification of the 17 sample countries. 
18.  Technically, as Zylicz (2013) explains, Poland does have a very small carbon tax of 0.24 PLN/t (0.06 euro/t) – roughly 

1% of EU-ETS prices, which is well below the Pigouvian level understood as the level necessary to undertake the abatement 
at the socially justified (efficient) scale. Different countries in the three regions also had a range of other measures, for exam-
ple, the UK created a ‘Climate Change Levy’, but this applied to all central generating plants and included nuclear power, 
which does not emit CO2. 
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The coefficient of total energy price is negative and significantly affects energy intensity 
in all the groups as expected. We observe fairly large responses of energy intensity to price changes 
across each region, with Northern Europe having the lowest price effect on energy intensity in the 
price symmetric model. Compared with average price for the EU manufacturing sector, price elas-
ticities for individual regions is lower than price elasticity of the full sample. 

The absence of a carbon tax that could encourage energy efficiency improvement in West-
ern and Southern Europe indirectly feeds into the energy price estimates as it can be observed that 
the magnitudes of price elasticities are slightly larger than in other regions. Moreover, it is not sur-
prising that trade openness continues to have the same positive and robust effect on manufacturing 
sector energy intensity. Although in separating the data into four regions, we might have expected 
that net exporting regions with a positive trade balance might behave differently from other regions, 
but the results show otherwise. Hence, the findings do not change in the face of regional heteroge-
neities. By contrast, trade openness seems to show a negative relationship with energy intensity in 
Eastern Europe where, possibly due to the impact of the market-oriented policy approach imple-
mented in this region which facilitated trade inflow during the transition period from communism 
into market economies in the early 1990s. 

We investigate whether the determining factors yield different impacts on energy intensity 
in some energy-intensive subsectors that are exposed to emission reduction policy. We consider 
three subsectors; paper, non-metallic product and basic metal, which are covered by the EU ETS 
and compare these subsectors with the chemicals industry, which was not covered by the ETS 
during our sample period. Consistent with our earlier findings, the fixed effects results presented 
in Table 5 shows that the coefficients of energy price are all negative and statistically significant in 
the price symmetric model. However, these subsectors have a lower price effect on energy intensity 
when compared with the price elasticity of the chemicals industry. This could partly be explained 
that these subsectors have internalized energy efficiency due to the emission policy in place, which 
makes energy intensity in these industries less responsive to energy price. Again, this finding sup-
ports our fifth hypothesis, H5.2, that we expect subsectors covered by the ETS to exhibit different 
responses in terms of reduction in energy intensity than other sectors not covered. In other words, 
the chemical industry seems to be more susceptible to energy prices relative to other ETS-covered 
energy-intensive industries, which underscores the hypothesis that non-ETS-covered sectors have a 
lower price elasticity than those energy-intensive sectors covered by the ETS. 

Similarly, for the price asymmetric model, reduction in energy intensity is also associated 
with price-max, as it is negative and robust across the three ETS-covered subsectors, as well as in 
the chemicals industry. Unlike the average patent effect seen for the energy-intensive industries in 
Table 3, we cannot establish any significant impact on energy intensity from patent stock in either 
model. This also applies to the interaction of patent with energy maximum price, except for the 
non-metallic industry in asymmetric price model. However, since our sample only covers the first 
phase (2005–7) and the first two years of the second phase (2008–12) of the ETS, this might be re-
sponsible for the lack of clear impact of technological innovation on these industries. Nevertheless, 
the asymmetric price model shows estimated coefficients of interaction terms between patent and 
price recovery for basic paper and metal industries appear to be significant. Again, the magnitude of 
the positive coefficient of trade openness for chemical industry further reinforces our earlier findings 
that trade induces specialization in more energy-intensive industries. Another notable observation is 
the statistical significance and negative effect on energy intensity of growth in value added growth 
rate and the share of gas and electricity. The statistical significance of the coefficients of both vari-
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ables is clear across the four subsectors, indicating a decrease in energy intensity as output expands 
at current level of inputs, and as fuel mix tilts in favor of gas and electricity. 

6. CONCLUSION

Energy intensity in the EU manufacturing sector has witnessed a substantial decline over 
the last three decades. A great deal of debate about the factors determining energy intensity has cen-
tered on the decomposed efficiency change indices, as opposed to the direct effect of technological 
innovation. The implication of technological effects arising from the decomposition analysis is the 
tendency within each sector to reduce energy intensity, which may not necessarily imply adoption of 
more efficient technologies. Hence, we have focused here on the direct impact of technology inno-
vation instead of the broader concept of technological effects, which captures very diverse drivers. 
We investigate the impact of several factors that might plausibly influence energy intensity across 
12 industries in 17 EU countries. 

Our findings show energy price remains the major determinant of energy intensity across 
EU manufacturing industries, although industry-level results show that energy intensity falls more 
in response to higher price than it does in less energy-intensive industries. We also establish that an 
increase in patent stock consistently leads to a fall in overall industrial energy intensity, with a much 
stronger effect in energy-intensive industries with an estimated coefficient of –0.138, which nearly 
double that of less energy-intensive industries with an estimated parameter of –0.085. The result 
suggests that heavy industries rely more on innovation in reducing energy intensity compared with 
light industries. Technological innovation induced by rising energy prices, as measured by the patent 
and price interaction, is consistently associated with a decline in manufacturing energy intensity. In 
particular, our study shows that the decline in energy intensity is much more sensitive to maximum 
price changes than price cut, offering evidence of an asymmetric response of efficiency to energy 
prices in which price rises between 2004 and 2008 of the sample period result in greater efficiency 
improvements. 

Furthermore, our analysis of regional disparities indicates the implementation of a carbon 
tax significantly reduced energy intensity in Northern Europe. We find a clear negative relationship 
between the level of the carbon tax and energy intensity in those countries where a carbon tax has 
been imposed, which supports our fifth hypothesis. The cumulative effect of carbon taxes over the 
years following its implementation in the Nordic countries in the early 1990s appears to have caused 
energy intensity to fall by encouraging the adoption of low carbon and energy-saving technologies. 
The chemicals industry, in particular, seems to be more susceptible to energy prices relative to other 
energy-intensive industries which are covered by the ETS, which underscores the hypothesis that 
non ETS-covered sectors have a lower price elasticity than those energy-intensive sectors covered 
by the ETS. In addition, the impact of patent stock also exhibits different outcomes across regions, 
with negative impacts on energy intensity established for only Southern Europe and Northern Eu-
rope, which could be explained by different environmental and energy policy strategies being pur-
sued by firms and national governments in those regions. 

Overall, our study offers some policy implications, which might influence the future tra-
jectory of manufacturing energy intensity in the EU. First, technological innovation offers potential 
opportunities for reducing energy intensity and developing new lower carbon-emission technolo-
gies, especially in energy-intensive industries. Policies such as targeted research and development 
incentives that encourage greater investments in innovation should be explored. 



European Industrial Energy Intensity: Innovation, Environmental Regulation, and Price Effects / 125

Open Access Article

Second, the ETS encourages efficiency improvement and in so doing, reduces the suscep-
tibility of energy-intensive industries to energy prices. Although, the policy could increase the risk 
of leakage as inefficient firms who should be responsive to energy price are instead driven out of the 
market. The ETS reforms that came into force in early 2019 (Newbery et al., 2019) offer the pros-
pect of a stronger price signal, which could lead both to greater low-carbon investments potential 
and to heightened concerns over leakage. To avoid concerns over leakage there have been a number 
of alternatives considered. For example, in the run up to the climate negotiations at Copenhagen in 
2009, faced with the potential of not reaching an overarching deal, some advocated the notion of 
sectoral emissions agreements (Colombier and Neuhoff, 2008) whereas others focused on the poten-
tial use of border tax adjustments (van Asselt and Brewer, 2010). 

Third, the complementarity of unilateral national climate policies with EU ETS policy 
could play a crucial role in consolidating emission abatement strategies, as the example of the car-
bon taxes adopted in the Nordic states illustrates since they played a crucial role in their achieving 
deep reductions in energy intensity. Individual national policies can either affect the overall price 
environment such as a carbon price floor (Newbery et al., 2019) or targeted climate actions for 
industry. The Dutch, for example, have been exploring a number of measures to address industrial 
carbon emissions, particularly in the Rotterdam cluster (Bosman et al., 2018). 

Fourth, the frequency of adjustments in climate change policy in line with changing global 
energy price will influence potential energy savings, for instance, in less energy-intensive industries. 
This is important as global energy prices have continued to decline due to technological progress 
such as fracking which has made unconventional oil readily available in the energy market. Of 
course, this has implications for the petroleum industry and its attendant knock-on impact of ex-
acerbating global emissions. The study also reveals a potential increase in energy intensity arising 
from international trade. Hence, we recommend reduced government interventions, particularly in 
the form of state aid, which exist in some of these sectors which could further weaken efficiency 
improvement effort or worsen carbon leakage that increases global emissions. Finally, governmental 
initiatives for energy conservation in the industrial sector that are meant to accelerate investments in 
clean technologies is recommended. 
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