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ABSTRACT

As speculative flows into commodity futures are expected to link commodity
prices more strongly to equity indices, we investigate whether this process also
creates increased correlations amongst the commodities themselves. Considering
U.S. oil and gas futures, we investigate whether common factors, derived from a
large international data set of real and nominal macroeconomic variables by
means of the large approximate factor models methodology, are able to explain
both returns and whether, beyond these fundamental common factors, the resid-
uals remain correlated. We further investigate a possible explanation for this re-
sidual correlation by using some proxies for trading intensity derived from CFTC
publicly available data, showing most notably that the proxy for speculation in
the oil market increases the oil-gas correlation. We thus identify the central role
of financial activities in shaping the link between oil and gas returns.
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1. INTRODUCTION

This paper investigates whether traders’ behavior in futures markets may play a role in
shaping the link between oil and natural gas prices beyond fundamentals. Specifically, we first
estimate how international macroeconomic variables combined into ‘factors’ can explain the per-
centage change in oil and gas prices.! After taking account of these macroeconomic factors, we
then test for the impact of speculation and hedging behavior on the relationship between oil and
gas returns. This provides new insights on the link between the prices of these two energy com-
modities.

We combine a large data set of global macroeconomic variables into a small number of
factors that can explain a substantial fraction of the variation in the data. We then show that just
three of these factors can explain a significant proportion of oil and natural gas returns in the U.S.,

1. In contrast to much of the literature on the relationship between oil and natural gas prices, we choose to examine
returns rather than prices. The former are more likely to deliver relevant analyses for the risk management activities that
are of central interest to participants in energy markets.
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which we take as an indication of common macroeconomic fundamentals driving oil and gas price
dynamics. In a second step, we show that the correlation between the unexplained parts of the
returns—residuals after filtration by the factors—is significantly related to our proxy for speculative
activity in the oil market. This is consistent with the “financialization” conjecture for related energy
commodities and the widely-accepted hypothesis of the oil market as a leading commodity market.

There is a substantial literature on the links between oil and gas prices. In general, the
conventional view was one of a strong linkage, as developed in Serletis and Herbert (1999), mainly
in the U.S., because of the history of product substitution between gas and fuel oil (e.g. for power
generation, industrial boilers). Furthermore, especially within Continental Europe and South-East
Asia, the development of gas pipelines, and more recently LNG facilities, by the upstream oil
producers have generally been underwritten with long-term gas contracts index-linked to crude oil
prices.

Oil and gas markets exhibit, however, highly different market characteristics. Oil markets
are part of broader international markets (Kilian (2009)), while natural gas markets remain essen-
tially regional (Li et al. (2014)). Surplus production of natural gas can often arise, since it may be
a by-product of oil and thereby considered secondary. Gas supply is more inelastic than oil in the
short-term, partly because of production and delivery logistics (Villar and Joutz (2006)); likewise
gas demand is less elastic because of its substantial component of residential heating (Ewing et al.
(2002)) compared to the high transportation component in oil. Finally, more recent data suggests
that linkages may have weakened with the advent of shale gas and, looking beyond the U.S., with
the continuing deregulation of energy markets worldwide (Ramberg and Parsons (2012)). From
existing research, however, the strength of the relationship between oil and gas remains an open
empirical question.

This debate has been revived with an increased focus upon financial practices (see Smith
(2009) or Brunetti et al. (2011)). Whilst the evolution and volatility of commodity prices have
always presented hedging and risk management concerns to producers and consumers, the so-called
“financialization” of commodities through the active involvement of investors and speculators adds
anew ingredient to the complexity of their price formations (Rouwenhorst and Tang (2012), Fattouh
et al. (2013)).2 This theme of increased investment and speculative activity in commodities became
especially topical in relation to oil price behavior in the first decade of this century, with a view
emerging that the financial effects may be substantial in linking commodity price indices to spec-
ulative volumes and to equity indices, but only alongside the changes in global economic funda-
mentals.?

For individual commodities, however, whilst questions still remain on the relative effects
of fundamental drivers and financial market activity, there is, in addition, a more subtle aspect
relating to the changes in the relationships amongst the commodities themselves. If two or more
commodities are part of the same asset class, traded perhaps as part of a commodity index, then it
is plausible to expect that extra financial activity will further increase their correlation beyond that
already attributable to their product fundamentals. This expectation now appears to follow as a
conjecture from various strands of theoretical and empirical research. For instance, as a result of

2. A special issue of the Journal of International Money and Finance is devoted to the topic. The editorial introduction
(Arezki et al. (2014)) surveys the recent work on the “financialization” of commodity markets. See also Manera et al. (2013),
Kim (2015), Lehecka (2014), Adams and Gliick (2015), Etienne et al. (2015) or Liu et al. (2016) that are relevant references
on this question.

3. See, among others, Hamilton (2009), Kilian (2009), Biiyiiksahin and Harris (2011), Tang and Xiong (2012), Alquist
and Gervais (2013), Singleton (2014), Juvenal and Petrella (2015) or Manera et al. (2016).
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information frictions and adaptive learning from prices, more financial trading may increase the
link between commodities and equity market indices, inducing a pro-cyclical tendency (e.g. Sin-
gleton (2014)), which would plausibly also manifest a greater co-movement amongst the commod-
ities involved. Furthermore, capital frictions have been shown to influence risk premia in commodity
futures (e.g. Acharya et al. (2013)) and the consequent limits to arbitrage may again influence the
correlations amongst commodities in the same asset class. More directly, it has been shown in
general that as the objective function of investors becomes compromised by a need to outperform
benchmark indices, index-focused trading increases the correlations between asset prices comprising
the indices (e.g. Basak and Pavlova (2016)). Overall, the question therefore emerges of whether
traders’ behavior in futures markets may play a role in shaping the link between oil and gas prices.

In this paper, we take account of fundamentals and then test for the impact of financial
aspects on the relationship between oil and gas returns. This provides new clarity on the factors
influencing the link between these two energy commodities. In a first step, we use a large number
of macroeconomic variables to explain oil and gas returns, thereby modeling the latent state of the
macroeconomy through fundamental variables that traditionally affect the oil and gas markets. The
commodity returns are therefore determined by supply and demand, as well as by a broader array
of macroeconomic factors. Such an approach reconciles both impacts of real and nominal variables
on commodity prices. In addition, our panel of countries is diversified sufficiently to include vari-
ables from emerging countries, which have become major consumers of commodities as part of
their growth.

To uncover common factors, we rely on the large approximate factor model methodology
following Stock and Watson (2002a,b). Large approximate factor models have been used in a
number of economic and financial applications.* In particular, Gospodinov and and Ng (2013) rely
on this technique for the purpose of extracting common factors from 23 commodity convenience
yields and show the predictive power of these factors for forecasting inflation. We extract the factors
from a large data set of global macroeconomic variables and methodically search for those that are
best able to explain oil and gas returns in the U.S. futures markets. We then show that a few factors
can explain a significant proportion of both returns, which we take as an indication of common
fundamentals for oil and gas dynamics. Interestingly, we find that the factor with the highest ex-
planatory power for oil is mostly connected with real macroeconomic variables from emerging
countries.’

In the second step, we show that the correlation between the unexplained parts of the
returns—residuals after filtration by the factors—is significantly related to our proxy for speculative
activity in the oil market and, to a lesser extent, to the proxy for hedging intensity in the gas market.
The first result is consistent with the financialization conjecture for related energy commodities.
The second result highlights the specificity of the hedging demand in the gas market.

As in recent analyses (see Biiyliksahin and Robe (2014) or Manera et al. (2016) and
references therein), we use the commercial vs. non-commercial positions, as contained in the Com-
mitments of Traders (CoT) weekly report of the U.S. Commodity Futures Trading Commission
(CFTC). From this data, our empirical results provide evidence that speculative activity coincides

4. Excellent surveys of this literature are Stock and Watson (2006) and Bai and Ng (2008).

5. This finding about oil partly appears in a related paper by two of the authors (Le Pen and Sévi (2011)) where the
approximate factor model methodology is used along with the same data set of 187 real and nominal variables. Note,
however, that the sole purpose of their paper was to uncover the determinants of U.S. oil futures returns and that no regression
was performed to relate these determinants to factors associated with other commodities and no link was made with financial
variables such as positions in futures markets, as is done in the present article.

Copyright © 2017 by the IAEE. All rights reserved.
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with an increase in the correlation between oil and gas returns. Such results about the importance
of speculative activity are in line with the theoretical analysis developed in Basak and Pavlova
(2016).

The remainder of the paper is structured as follows. The next Section briefly reviews the
existing empirical studies dealing with the oil-gas relationship. In Section 3, we present the data
and in Section 4 we briefly review the approximate factor modeling methodology. Section 5 reports
our empirical findings about the determinants of oil and gas returns using estimated factors and
Section 6 contains the analysis of residual correlation. In Section 7, we analyze the explanatory
power of trading activity proxies to model the co-movement between oil and gas returns. Finally,
Section 8 provides concluding remarks.

2. LITERATURE

This section briefly reviews the cointegration studies that have previously comprised the
main methodology for analysing the adjustments between oil and gas prices. In such a changing
and multifaceted context of fundamental influences, empirical analysis has unsurprisingly revealed
mixed results concerning the existence of a long-term relationship between gas and oil prices. Thus,
the early cointegration analysis by Serletis and Herbert (1999) identified shared trends among the
U.S. Henry Hub natural gas price and the fuel oil price using daily price data over the short 1996—
1997 period. Villar and Joutz (2006) found qualitatively similar results making use of monthly data
during 1989-2005 for the Henry Hub natural gas price and the West Texas Intermediate (WTI)
crude oil price. In both papers, the authors provided empirical evidence of a stable relationship
between oil and gas prices, despite some transient periods when they have appeared to ‘decouple’.
However, later, by using error-correction models and common cycle tests, Serletis and Rangel-Ruiz
(2004) claimed that Henry Hub and WTI did not have common price cycles, and suggested that
the apparent progressively decoupling of U.S. energy prices was a result of deregulation.

Other related studies rely on error-correction models. Among them, Bachmeier and Griffin
(2006) found evidence of market integration among the primary energy fuels in the U.S. over the
1990-2004 period. In this context, their analysis found that oil and natural gas prices were coin-
tegrated. In the same vein, Brown and Yiicel (2008) demonstrated that movements in crude oil
prices have a prominent role in shaping natural gas prices in the U.S., once other price drivers such
as weather, seasonality, storage, and production disruptions have been properly taken into account.
Yet, Hartley et al. (2008) found evidence that the link between natural gas and crude oil prices in
the U.S. was indirect, acting through competition at the margin between natural gas and residual
fuel oil (being the price of the main competitive oil product). More precisely, the residual fuel oil
price caused movements in the natural gas price, while the converse was not true. More recently,
Hartley and Medlock (2014) emphasized the role of exchange rates beyond standard variables in
shaping the relationship between oil and gas prices.®

Despite this large body of work on market integration between oil and gas, the cointegra-
tion approach appears too restrictive for our purposes. Evidence of cointegration reveals the exis-

6. For completeness, we observe several cointegration studies that investigate the relationship between oil and gas prices
in the U.K., where a fully liberalized, actively traded, gas market has existed since the early 1990s. Panagiotidis and Rutledge
(2007) found a linear relationship between U.K. gas prices and Brent oil prices during 1996-2003, whilst Asche et al.
(2006) looked more generally at the relationship between gas and other energy prices. They found that over the 1995-1998
period there was a single energy market in the U.K., with crude oil price being the leader.

Copyright © 2017 by the IAEE. All rights reserved.
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Figure 1: Crude Oil (left plot) and Natural Gas (right plot) Prices
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Figure 2: Crude Oil (left plot) and Natural Gas (right plot) Returns
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tence of common stochastic trends but cannot tell us the precise nature of these trends. In seeking
to go beyond tests for cointegration and the estimation of dynamic error-correction models, we are
therefore looking to identify what may be the common determinants of co-movements for these
two commodities, amongst an extensive set of global macroeconomic variables in order to provide
effective pre-filtering before estimating proxies for financial activities.

3. DATA

We look at the main U.S. oil and natural gas prices. The natural gas futures are the Henry
Hub prices in $MMBTU, whilst the crude oil futures are the WTI prices in $/BBL. We use the
quoted price for the nearby-contract for each commodity. We have 196 monthly observations from
November 1993 to February 2010. Returns are computed as log-difference of prices. Prices and
returns are displayed in Figure 1 and Figure 2, respectively.

The descriptive statistics for the returns are reported in Table 1. Oil returns have the higher
average and the lower standard error. Both returns show evidence of excess kurtosis. Crude oil
returns have negative skewness, distinct from the case of natural gas returns for which the distri-
bution is found to be approximately symmetric. Accordingly, the Jarque-Bera test rejects normality
in each case. The correlation between oil and gas returns is positive (0.2095) and significant at 1%.

Whilst cointegration tests established that oil and gas prices are linked in the long run
(Brown and Yiicel (2008), Hartley and Medlock (2014)), we identify factors extracted from 187
global macroeconomic variables to find the common macro drivers of these two series. Our dataset
differs in its composition from the widely known datasets of Stock and Watson (2005) and Lud-
vigson and Ng (2009) which consist of U.S. national time series only.” Since our purpose is to

7. The original dataset in Stock and Watson (2005) covers the period 1959:01 to 2003:12. It is slightly extended in
Ludvigson and Ng (2009) to cover the period 1964:01 to 2007:12.

Copyright © 2017 by the IAEE. All rights reserved.
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Table 1: Oil and Natural Gas Monthly
Returns Descriptive Statistics

Crude Oil  Natural Gas

Mean 0.0077 0.0040
Max. 0.3045 0.9694
Min. -0.4340 -0.8496
Std. Dev. 0.0991 0.2176
Skewness -0.5770 0.0555
Kurtosis 4.6766 5.5875
Jarque-Bera Stat. ~ 33.83* 54.77*
p 0.2095%#*
p-value 0.0032

Nb. of Obs. 196

Notes:(i) Monthly returns are the log difference of prices.
(ii) *** ** and * respectively denote a rejection of the ap-
propriate null hypothesis at the 1%, 5% and 10% levels.

explain crude oil and natural gas returns, we include data from the main developed economies (128
variables) but also from emerging countries (59 variables). Therefore our dataset is representative
of the world economy and, in particular, high-level demand from emerging countries will be ac-
counted for in the information conveyed by the estimated factors. These variables can be classified
into 103 real variables (73 for developed countries, 30 for emerging countries) and 84 nominal
variables (55 for developed countries and 29 for emerging countries).

Thus, the inclusion of variables in our analysis is guided by two principles: (i) to gather,
as far as possible, a balanced panel between developed and emerging countries, and (ii) to limit the
adverse effect of the noise created by uninformative variables on factor estimations (Boivin and
Ng (2006)). All data are extracted from Thomson Financial DataStream. The list of the 187 time
series is given in the Appendix, where a coding system indicates how the data are transformed to
ensure stationarity. Also, data are standardized prior to model estimation.

4. THE LARGE APPROXIMATE FACTOR METHODOLOGY

We consider N macroeconomic variables x;, and make the assumption that each of them
depend on a small set of common factors F, and an idiosyncratic component:

x,=AF,+e, i={1,...,N},

where F,=(F,,...,F,)" is the vector of r<<N common factors, ;= (1,;...,4,;)" are the factor
loadings and e,, is the idiosyncratic error. We dispose of T observations for all variables. With
X, =Xy 00Xn) 5 €,=(eq,..5e5) and A=(4,,...,4y)", we can write:

X,=AF,+e,

Under the assumption that F, and e, are zero mean and uncorrelated, and with the normalization
E(F,F,") =1, we obtain the usual decomposition of the covariance matrix X of X,:

X=AAN+Q

Copyright © 2017 by the IAEE. All rights reserved.
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where Q = E(e,e;).

In classical factor analysis, N is fixed, and F, and e, are serially and cross-sectionally
uncorrelated. Stock and Watson’s (2002a,b) ‘large dimensional approximate factor model’ alleviates
these assumptions as N and T tend to infinity and the idiosyncratic errors e; can be ‘weakly cor-
related’ across i and .8

Factors and loadings can be estimated by a principal components analysis.” If we assume
k factors, the estimates F’ . and loadings matrix * minimize the sum of squared residuals :

N T
minS(k)=(NT)"' Y, Y (x,— ¥ F,,?
i=1r=1

subject to A¥ A¥/N =1, and F, F, being diagonal.

Estimates of F,, for all dates are given by F,=X*/N where X is the T X N matrix with
™" row X, and ¥ equal to \/N times the eigenvectors of the largest k eigenvalues of X’ X. Computation
of F « then simply requires the eigenvectors of the N X N matrix X' X. When N>T, a simpler
approach uses the 7 X T matrix XX" . Stock and Watson (2002a) and Bai and Ng (2002) demonstrate
the consistency of the principal components estimator, as Nand T—% and Bai (2003) gives its
asymptotic distribution.

In the following step, we first apply the information criteria of Bai and Ng (2002) to select
the number of factors. These are extensions to factor models of usual information criteria and have
the general expression:

PCPk) = S(k)+k&*g(N,T)
IC(k) = In(S(k)) + kg{N,T)

where S(k) is the sum of squared residuals (divided by NT) for k factors, 6° is equal to S‘(kmax) for
a pre-specified value k,,,,, and g(N,7T) is a penalty function. We allow k,,,, =20 factors and apply
the four penalty functions g,(N,T),i=1,...,4 of Bai and Ng (2002). The optimal number of factors
minimizes these information criteria.

We also apply Kapetanios (2010) sequential test as a complement. If the true number of
factors is k,, the k, eigenvalues (in decreasing order) of the covariance matrix X increase at rate N
while the others are bounded under some regularity conditions. Thus, the difference between the
eigenvalues £,—/4, ., will tend to infinity for k=1,...,k, but be bounded for k=k,+ I,... Ky,
where k,,,. is some finite number such that k,<k,,,.. A test statistics based on A, —/T _+1 1s used
to discriminate the null hypothesis that the true number of factors k, is equal to k (H0 eko=k)
against the alternative hypothesis (H, ;:k,> k). If there is no factor structure, } /1 ..+ 1> properly
normalized, converge to a finite limit while it should go to infinity if there is a factor structure. We
begin with (H, :k, = k=0) against (H, ;:k,>0) and and increase k, until we cannot reject the null
hypothesis. Kapetanios (2010) refers to this algorithm as MED (Maximal Eigenvalue Distribution).
Finally, we include, as an additional selection criteria, the lowest number of factors which explain
at least 50% of the variance of the dataset of macroeconomic variables.

8. Although Forni and al. (1999) and Stock and Watson (2002) use different sets of assumptions to characterize ‘weak
correlations’, the main idea is that cross-correlations and serial correlations have an upper bound.

9. We adopt the static approach following D’ Agostino and Giannone (2012) who show that there is no clear advantage
of using dynamic factor models.

Copyright © 2017 by the IAEE. All rights reserved.
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Table 2: Static Factors Selection

Method Nb of factors
MED 2
1C, 3
1 2
1C; 20
ICy 20
PCP, 9
PCP; 7
PCP; 20
PCPy 20
More than 50% 17

Notes: MED denotes the number of factors
given by the Maximum Eigenvalue Distri-
bution algorithm. /C; and PCP; denote, re-
spectively, the number of factors given by
the information criteria /C and PCP esti-
mated with the penalty function g(N,T).
“More than 50% “ is the lowest number of
factors which explain more than 50 % of the
variance of the initial dataset.

Results are displayed in Table 2 and we observe that there is no clear agreement on the
on optimal number of factors. This observation is consistent with previous empirical studies, which
also show substantial variations in the estimated number of factors. In our case, according to the
information criteria of Bai and Ng (2002), the optimal number of factors runs from 2 to 20, whilst
the sequential test of Kapetanios (2010) selects 2 factors.

Additional diagnostics on the autocorrelation and the explanatory power of the estimated
factors F W 1=1,...,20, are reported in Table 3. We notice that the first 2 factors only explain 16%
of the variance of the 187 time series, whilst we reach 36% with 9 factors. The number of factors
required to explain at least 50 % of the variance of the macroeconomic database is 17. Hence, we
choose to consider two sets of factors to model the oil and and gas returns: the set of the first 9
factors, given by the PCP, information criterion. For robustness, we also consider the set of the
first 17 factors. The factors autocorrelations (up to 3 lags) provided in Table 3 show that most
factors are persistent, as commonly observed in such analyses.

5. FACTOR ANALYSIS OF OIL AND GAS RETURNS

We therefore commence modeling the oil and gas returns with the first 9 factors. In a
preliminary step, we evaluate the explanatory power of each of these factors for oil and gas returns
by means of a simple linear regression of each return on a single factor. Following this, as F, and
Fy, had very low explanatory power—R? are around 1%—, we eliminate them from our set of
regressors. We then select the multivariate BIC criterion for minimizing a subset from all possible
combinations of the remaining 7 factors (as in Stock and Watson (2002) and Ludvigson and Ng
(2009)) and obtain {F,,.F,,F,,} as our best combination. As a robustness check, we enlarge our
modeling to all possible combinations of the first 17 factors, and still reassuringly obtain the same
set {F,,F,,.F.,}. We thereby conclude that the set (F\.F,.F,} represents the main common driver
for oil and gas returns.

Copyright © 2017 by the IAEE. All rights reserved.



Fundamental and Financial Influences on the Co-movement of Oil and Gas Prices [ 209

Table 3: Summary Statistics for F, for
i=1,...,20.

Factor i 01 02 03 R;'.’

1 0.2005 | 0.1521 | 03196 | 0.0977
2 0.0999 | 0.0335 | 0.3120 | 0.1622
3 -0.0078 | 0.0188 | -0.0419 | 0.2034
4 -0.0738 | -0.0914 | 0.1531 | 0.2358
5 -0.2214 | -0.0805 | 0.1178 | 0.2657
6 0.1833 | 0.0369 | 0.0361 | 0.2930
7 0.0729 | 0.2731 | 0.2678 | 0.3188
8 0.4038 | 0.5004 | 0.3322 | 0.3422
9 0.0018 | -0.0248 | -0.0339 | 0.3640
10 -0.0990 | -0.0539 | 0.1740 | 0.3841
11 -0.1949 | -0.1373 | 0.0582 | 0.4041
12 0.0399 | 0.1753 | 0.1779 | 0.4231
13 -0.2680 | 0.0920 | 0.0276 | 0.4418
14 -0.0289 | 0.1719 | 0.1209 | 0.4589
15 -0.2331 | -0.0417 | 0.1317 | 0.4748
16 -0.2550 | 0.1589 | -0.0136 | 0.4905
17 -0.2853 | 0.0669 | 0.2717 | 0.5057
18 -0.2953 | 0.0264 | 0.0673 | 0.5204
19 -0.4048 | 0.1815 | -0.0780 | 0.5346
20 -0.3225 | 0.0624 | 0.1267 | 0.5482

Notes: Factors F,, are estimated by the method of principal com-
ponents from a panel of 187 economic variables transformed (tak-
ing logs and first difference where appropriate) and standardized
prior to estimation. p; denotes the ith autocorrelation. Ri2 is the
fraction of total variance in the data jointly explained by factor
F, o F,

We further enlarge our specification to take into account some specific features of oil and
gas markets. To test for the impact of weather on returns, we follow Brown and Yiicel (2008) and
Hartley and Medlock (2014) and compute deviations from cooling degree days (CDD) and heating
degree days (HDD) in each month. These variables are denoted HDDdev,= HDD,—HDD, and
CDDdev, = CDD,—CDD, where HDD, and CDD, are the monthly average over the time period
1963-1992. HDDdev, and CDDdev, both have a positive and highly significant impact on gas
returns while CDDdev, has a positive but only marginally significant effect on oil returns. We also
find a very significant and negative impact of the monthly dummies for July and August on gas
returns.'® Our results are consistent with Hartley and Medlock (2014) who found a positive impact
on oil and gas returns for both HDDdev, and CDDdev, and monthly seasonality.!! We estimate the
following SUR model:

10. We report in Table 7 in the appendix estimations of linear regressions of oil and gas returns on CDDdev, HDDdev
and monthly dummies. We find that June, July and August are significant for gas return but not for oil return. Slight
discrepancies with respect to Hartley and Medlock’s(2014) results are likely to be due to the seasonal component that is
partly captured by the factors.

11. Following theoretical developments in Pindyck (1994) and recent empirical analysis in Mu (2007), we also check
for the effect of variations in inventory levels but this variable is not significant. The same is true for the OPEC spare
capacity in the case of oil. All our results are available from the authors and, for the purpose of facilitating replication, data
and Matlab programs are provided on the Yannick Le Pen’s homepage at https:/sites.google.com/site/yannicklepen/.
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Table 4: Fitting Oil and Natural Gas Returns

r_oil r_gas r_oil r_gas
(l.a) (1.b) (2.a) (2.b)
Intercept 0.0077 0.0040 0.0032 0.0372%%*
(1.34) 0.27) (0.47) (2.01)
;'::. ' -0.122 ] ek -0.0361 -0.1209%%* -0.0360
(-6.68) (-0.75) (-6.67) (-0.79)
Py -0.1481%#%* -0.1582%%%* -0.1473%%% -0.1758%**
(-6.59) (-2.68) (-6.59) (-3.12)
F -0.1469%** 4257 %A -0.1397*** -0.2734%%%
(-4.13) (-2.76) (-3.94) (-3.00)
CCDdev 0.0005%* 0.0024#**
(1.82) (2.93)
HDDdev 0.00001 0.0009%#**
(0,09) (3.22)
June -0.0738
(-1.35)
July -0.1328%**
(-2.46)
August -0.1920%%*
(-3.34)
R’ 0.3494 0.0730 0.3603 0.1692
E? 0.3393 0.0585 0.3435 0.1336
Arch-LM (2) 3.17 27.69%* 1.90 24 gyFHE
Residual correl. 0.0961 0.0616
p-value 0.1802 0.3910

Notes: (i) Columns (1.a) and (1.b) report the OLS estimates of the regression of crude oil and natural gas returns on
the contemporaneous variables named in the left column. (ii) Columns (2.a), (2.b) report the SUR estimates for the
oil and gas returns. (iii) z-statistics are reported in parenthesis under the estimates. A constant whose estimate is
reported in the second row is always included in the regression. (iv) CDDdev and HDDdev are CCD and HDD minus
their average for each months for the time period 1963-1993. (v) Arch-LM (2) stands for Engle’s ARCH Lagrange
Multiplier test with two lags.(vi) For each test ***, ** and * respectively denote rejection of the null hypothesis at

the 1%, 5% and 10% levels.

{roil,tz a, + Bl,lﬁlt + Bl,zﬁzr + ﬁ1,7ﬁ71 +0,,CDDdev, + 0, ,HDDdev, + u, ,
Veasy = O t+ Bz,lﬁu + ﬁ2,2ﬁ21 + B2,7F7r +0,,CDDdev, + 0, ,HDDdev, + w,D,+ u,,

where D, contains the monthly dummies.

Estimates are reported in Table 4. F,, and F, are significant for both returns while F,, is
only significant for oil. We are able to explain a substantial amount of oil return (35%) but much

less of gas return (7%) when using factors only. Adding weather variables and monthly dummies

markedly increases the R? for gas returns—the increase is about 10%—but not for oil returns. This
denotes the local feature of gas in comparison to oil and the associated importance of seasonality
for gas return compared to oil. Engle’s ARCH LM tests shows that there remains significant serial
correlation in squared gas residuals. Residual correlation for the whole sample is equal to 0.0616
and is not significant. Filtering oil and gas returns has therefore eliminated the correlation between
them. We will show in the next section, however, that residual correlation varies substantially

through time and could be biased by volatility.

Copyright © 2017 by the IAEE. All rights reserved.



Fundamental and Financial Influences on the Co-movement of Oil and Gas Prices [ 211

Regarding the economic interpretations of the common factors, F " F 5, and 13"7,, we follow
the approach of Ludvigson and Ng (2009). Recall that these factors are not “identified” from an
econometric viewpoint, as we have to impose enough restrictions to estimate them (the number of
decompositions is, by nature, infinite). Thus, we first classify our macroeconomic variables into
four groups according to the combination of real/nominal variables and developed/emerging coun-
tries. Then, we regress each of the 187 macroeconomic variables on a single factor and display in
Figure 3 the R* along the horizontal axis with the macroeconomic variables sorted.'?

From Figure 3, we observe that F, , can easily be interpreted as a real factor, since it records
its highest explanatory power for real variables. More precisely, F 1, 1s mostly associated with real
variables from emerging countries. As previously noted in Table 3, F,, is significant for oil returns
but not for gas." The correlation of F,, with oil returns can be interpreted as an evidence of the
growing share of emerging countries in world oil demand during the time period considered. This
finding is consistent with previous studies, such as Hamilton (2009), Kilian (2009) or Aastveit et
al. (2015), who show that demand from emerging countries has been responsible for the increase
in oil price in the 2000s. More importantly, because we include in our database a number of Asian
variables, it seems that their explanatory power is quite large and supports the view of dynamic
effects following their demand shocks (see the discussion in Aastveit et al. (2015) on this specific
issue). F, can also be interpreted as a real factor as it reaches its highest R? for a small set of real
variables from developed countries (most notably western housing starts and car registrations).
Interestingly, from a demand perspective, these latter variables are associated with heating and
transport.

F,, has higher explanatory power with some nominal variables, essentially money supply
from emerging countries, compared with the other two factors. We thus interpret £, to represent
these latter variables even if it is also correlated with a very small subset of real variables from
developed countries. The relation between nominal variables and commodity prices is discussed in
a number of recent contributions (Barsky and Kilian (2002), Frankel (2006)) although the empirical
evidence is fairly mixed. Our results bring some support to the hypothesis of a relationship between
commodity prices and monetary variables.

To summarize, there are substantial indications from factors 1:"2, and F7, that gas has a
linkage with oil due to common economic and other global drivers, but, from factor F 1» 0il also
has its own distinct global economic driver linked to the growth of the emerging economies. This
finding is in line with our earlier remark that the oil market is a world market when the gas market
is distinctly regional.

6. A TIME-VARYING AND UNBIASED RESIDUAL CORRELATION MEASURE

In this section, we proceed, as in Kallberg and Pasquariello (2008), to compute an unbiased
time-varying measure of residual correlation. The objective is to estimate the sample correlation,
corrected for the effects of heteroscedasticity by using Forbes and Rigobon (2002)’s methodology.
When applied on a rolling basis, this estimation technique is able to track the true correlation. Note
that the resulting estimate is nonparametric. As observed by Kallberg and Pasquariello (2008),

12. Ludvigson and Ng (2009) rely on a finer classification, but they only use U.S. variables. We do not think that this
methodology is applicable when several economies are considered if we want to preserve some interpretability.

13. Recall that factors are not identified, unless we impose some constraints to estimate them. Therefore, the sign of the
coefficient of F \, in the crude oil return equation has no meaning per se.
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Figure 3: Relationship Between F,, F,, and F,, and the 187 macroeconomic variables
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Notes: Each panel shows the R* from regressing the series number given on the x-axis onto each individual factor F,. The
series are detailed in the Appendix, and sorted as they appear in the Figure (real variables for developed countries, nominal
variables for developed countries, real variables for emerging countries, nominal variables for emerging countries).

Copyright © 2017 by the IAEE. All rights reserved.



Fundamental and Financial Influences on the Co-movement of Oil and Gas Prices | 213

financial research contains various empirical applications where such rolling filters are found to
perform quite well in comparison with parametric specifications.
The usual residual correlation is defined as:

L cov(il; ;)
U [var(a, var(d, )] '

Boyer et al. (1999), Loretan and English (2000) and Forbes and Rigobon (2002) show that with
time-varying volatility, the usual sample correlation may be biased. In this case, the sample cor-
relation is defined as conditional correlation. These authors propose a correction for this bias, and
define an unconditional correlation measure under the assumption of no omitted variables or en-
dogeneity. The unconditional correlation has the following expression:

/’)\>< = pAij’t
o [1 + 51‘,1(1 - (ﬁzz]r)] 12

var(#; )
var(id; ) r
between short-term volatility var(ii;,) and the long-term volatility var(s; ), of the iith return. As
we do not make any ex ante assumption on the direction of propagation of shocks from one com-
modity to another, we alternatively assume that the source of these shocks is commodity i (in j;;,)
or commodity j (in pj;,). Therefore, p;;, and p;;, may be different. Thus, if the source of a shock
is oil (index 1):

where the ratio 3,-’, = —1 corrects the conditional correlation p;;, by the relative difference

_ Do
[1+0, (1-(p12)] 12

ﬁTLr =
and, if the source of a shock is gas (index 2):

A
e P2

Pi2g = 1+ 32’1(1 —(ﬁlz,z))] 1

Ultimately, we use the average of these two unconditional correlations:

Py

* 1 A%
Pr = E(Plz,t +P1ay)

The estimate p, , is derived from a short-time rolling window [#—L + 1,7] of fixed length L. Long-
term volatilities are estimated over rolling windows of length gL (with g>1) [tr—gL + 1,¢], which
gives us the two correcting parameters 31,: and 52,[. We set L=30 and g=2."

We apply this methodology to estimate the time-varying unconditional correlations of oil
and gas returns p; ¢ and residuals p;%¢ for the time period from October 1998 to February 2010.

Descriptive statistics on these correlations are reported in Table 5. Even though the correlation

14. We consider several alternative values for L and g and find estimates for correlation that are very similar.
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Table 5: Descriptive Statistics
on Return and

Residual
Correlations
‘(A);cRer f)?Rcs
Mean 0.3436*  0.1627
Std. Dev.  0.2432  0.2476
Fp* 55.47 24.82
Co 0.9511

A Ret

Notes: p;" is the average oil and gas re-
turns unconditional correlation and p, %
is the average residuals unconditional
correlation. (i) Fp* is the percentage of
correlations significant at the 5% level us-
) . L A=p?)
ing the tratio test f=p/ [———~
L-2

t(N—2). (iii) * denotes a significant cor-
relation at the 5% level. (iv) C, is the
correlation between p;Re and p;Re’.

between p; ket

*Res

and p, " is high, filtering oil and gas returns with our estimated factors has noticeably
reduced the level of correlation between both returns. The average of p;* is above the 5% critical
value for significance test, but not the average of p;%¢. Furthermore, while return correlations are
significant 55% of the time, residual correlations are significant 25% of the time only.

Residual correlations remain significant for some time periods, evident in Figure 4 where

*Res

“Ret and pyRes are plotted. We can broadly distinguish two periods during which oil and gas residual

p
correlations are significant, namely from October to December 1998, and more significantly from

October 2003 to August 2005. Thus, during these two periods, the correlation of oil and gas returns
cannot be satisfyingly explained by the macroeconomic variables, as represented by our set of
common factors.

7. FINANCIAL IMPACTS ON THE US OIL-GAS RESIDUAL CORRELATION

As a consequence, the apparent residual correlation of the oil and gas returns poses an
open question and, in this context, we explore the applicability of the highly popularized “finan-
cialization of commodities” theme. More precisely, we investigate how the degree of trading activity
in oil and gas futures can influence co-movements between both commodities. Whilst a vast liter-
ature has studied the influence of speculation on the rise in oil prices over the 2000-2008 period
(see, among others, Smith (2009), Biiyiiksahin and Harris (2011), Manera et al. (2013) or Singleton
(2014)), there is no consensus view, as emphasized by Fattouh et al. (2013) and Alquist and Gervais
(2013)."> Moreover, except in Tang and Xiong (2012), the impact of financial activities on com-
modity price co-movements has not been investigated. We perform such an analysis for the oil-gas
pair and provide new clarity on the importance of financial aspects.'®

15. The empirical results in Alquist and Gervais (2013) provide evidence that changes in the positions of financial firms
in oil futures markets do not have predictive power for oil returns. See also the empirical analysis in Kim (2015).

16. The empirical approach in Tang and Xiong (2012) radically differs from our approach. Tang and Xiong (2012)
compute the correlation between oil returns and on- and off-index non-energy commodities to conclude about the impact
of index trading in commodity futures markets. The authors ignore the impact of fundamentals on commodity returns while
these fundamentals could be responsible for changes in correlations.
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Figure 4: Time Varying Correlation between Oil and Natural Gas Returns and Residuals
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Notes: (i) ‘Unconditional return correlation’ is p;%¢. ‘Unconditional residual correlation’ is p;%¢. (ii) The confidence band
represents the minimal value above which correlation is significant at the 5% level. It is computed from the 7 ratio test 7 =
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N2 HN-2).

Our analysis relies on CFTC data to proxy the intensity of speculative activity as under-
taken in many studies dealing with the impact of speculation (see the discussion in Biiyiiksahin and
Robe (2014)).!7 The CFTC requires large traders holding positions above a specified level to report
their positions on a daily basis. Then, the CFTC aggregates the reported data, and releases the
breakdown of each Tuesday’s open interest in its Commitments of Traders Report (CoT). This
report contains the number of long positions and the number of short positions for both ’commercial’
traders and 'non-commercial’ traders. The CFTC defines a noncommercial trader as any trader who
does not use oil or gas futures contracts to hedge. Traders looking to hedge are typically the
producers and consumers of the physical commodity. The noncommercial traders, known as spec-
ulators, seek profit by taking positions in the futures market in the hope of gaining from changes
in price of the commodity, and do not intend to engage in physical delivery. The boundary between

17. Manera et al. (2016), whose purpose is to relate oil price volatility to the speculative activity in U.S. futures markets,
also discuss at length some issues on CFTC data and rely on three different proxies for speculation to increase the robustness
of their results. We follow the same idea in considering two different measures of trading activity.
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Figure 5: Energy Price and SPEC Variable for Crude Oil (top plot) and Natural Gas
(bottom plot)
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these two types of traders, however, is somewhat blurred as recently discussed in Biiyiiksahin and
Harris (2011). We, nevertheless, show the significance of our explanatory variables based on these
categories.

Our main variable as a proxy for the degree of speculative activity follows Han (2008).
We label SPEC oil and SPEC gas the number of long non-commercial contracts minus the number
of short non-commercial contracts scaled by the total open interest for oil and gas futures, respec-
tively.'® Han (2008) suggests that this measure is a relevant global investor sentiment index when
used along with data for the S&P 500 futures. As the index computes the net position of large
speculators, it is, indeed, well-suited for proxying speculative intensity. In some respects, Han’s
(2008) index is reminiscent of the so-called Working’s T index measuring excessive speculative
positions that has been widely used in research.!® We plot both SPEC indices along with commodity
price in Figure 5. From this Figure no visible relationship is apparent between speculative intensity
and price behavior, being consistent with the view of a limited impact of speculation on oil and
gas prices (Fattouh et al. (2013), Kim (2015)). However, for the reasons developed in the intro-

18. Monthly data are computed from CFTC weekly data using linear interpolation. Our measure considers all maturities.

19. Recent contributions include Manera et al. (2016) or Bruno et al. (2016). We reproduce our empirical analysis using
the Working’s T index of speculation but our results, available upon request, show that the index is not significant to explain
the oil-gas residual correlation.
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Table 6: Residual Correlation and
Trading Activity

~Efes

by
Intercept 0.1218%* 0.1412%*
(1.78) (2.04)
SPEC Oil 2.0097#%**

(2.99)
SPEC Gas  0.0790
0.27)
HEDG Oil -1.4891
(-1.63)
HEDG Gas -0.5665%*
(-2.35)
R’ 0.1706 0.1356

.

h 0.1582 0.1227
Notes: (i) p;%e is the unconditional average re-
sidual correlation.(ii) SPEC Oil and SPEC Gas
are the speculative trading activity proxies for oil
and gas. HEDG Oil and HEDG Gas are the prox-
ies for hedging pressure in futures markets.(iii)
#kk Rk and * respectively denotes significance
at the 1%, 5% and 10% levels.

duction we expect the SPEC variables to be positively correlated with the co-movements between
oil and gas returns.

Results from the regression of the unconditional average residual correlation (i.e. the
p;%) on the two contemporaneous exogenous variables SPEC oil and SPEC gas are reported in
the first column of Table 6. As expected, the estimated coefficients are both positive. However,
only the proxy for speculation in the oil futures market significantly explains the residual correlation.
The explanatory power for the regression is around 17% showing that financial aspects explain a
material part of the residual correlation between the filtered oil and gas return series. At this stage,
two comments are in order. First, the high significance of the estimated parameter for oil leaves no
doubt about the strong link between co-movements and speculative activity in energy futures mar-
kets. Second, our estimates reinforce the strong role of the oil market as a leading commodity
market. Indeed, increasing speculation in the gas market does not have an impact of the same
magnitude than in the case of oil on the correlation of residuals. Overall, our results support the
conjecture developed in the introduction, namely that investment from speculators in several com-
modity markets at the same time makes this category of traders key economic agents for the purpose
of linking commodity returns in futures markets.

As an alternative measure of trading activity in futures market, we use the hedging pressure
index developed in de Roon et al. (2000). Interestingly, despite this measure is being computed as
the difference between the number of short hedge positions and the number of long hedge positions,
divided by the total number of hedge positions, thus making use of hedging positions only, it is
evidently strongly and negatively correlated with the Han’s (2008) SPEC index for each com-
modity.?° Indeed, the correlation between hedging pressure and the SPEC index is —0.96 for oil

20. Again, linear interpolation is used to form monthly data and contemporaneous variables are used for the regression.
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and —0.94 for gas. Empirical results, however, are qualitatively different from those with the SPEC
index. The estimates for the hedging pressure proxies HEDG oil and HEDG gas are reported in
the last column of Table 6. Consistent with the large negative correlation between SPEC and HEDG
variables, we see that the estimated values are negative for oil and gas. Nevertheless, only the index
proxying the hedging pressure in the gas futures market is significant. Also, the explanatory power
is slightly reduced with an R? around 13.5%. The intuitive interpretation for these empirical findings
lies in the intrinsic nature of hedgers who operate in the futures market for commodity-specific risk
management purpose, whereas speculators are more likely to invest in a commodity index to di-
versify their overall financial portfolio. Therefore, variations in hedging activity are prone to de-
correlate commodity returns, as our results somewhat indicate. This is verified in the case of natural
gas but not in the case of oil, which is likely to be due to the size of the oil market with respect to
any other energy commodity (see Asche et al. (2006)).

Overall, our empirical analysis provides strong evidence that the strength of the speculative
activity is an important determinant of co-movements between oil and gas returns even once fun-
damentals have been taken into account. This is an original finding. It adds the subtle aspect of co-
movement within the commodities to the widely debated issue of the potential influence of spec-
ulators on the commodity prices themselves.

8. CONCLUSION

A consequence of the research which has suggested that increased financial engagement
in commodity futures will link commodity returns more closely to equity indices (Tang and Xiong
(2012), Biiyiiksahin and Harris (2011), Singleton (2014), Adams and Gliick (2015)) and that index-
focused investment by itself may increase the correlations amongst the assets within the index
(Basak and Pavlova (2016)), it is expected that financial flows into commodities may also manifest
increased correlations between actively traded commodities. We tested this hypothesis on U.S. oil
and gas futures and found significant support. Our main finding is that speculation, with its focus
on index trading, increases the correlation between oil and gas. This is a highly plausible effect that
is consistent with the “financialization” considerations.

The methodological challenge in obtaining these results is substantial. Since commodities
are global products, they generally have a complex set of fundamental drivers, and this is certainly
the case for oil and gas. Oil itself requires careful structural modeling (Hamilton (2009), Kilian
(2009)) and the theme of oil-gas linkage has been a lengthy and on-going debate amongst energy
economists (Brown and Yiicel (2008), Hartley et al. (2008), Ramberg and Parsons (2012), Hartley
and Medlock (2014)). We therefore undertook a comprehensive fundamental macroeconomic fil-
tration of oil and gas returns before seeking to associate financial activity with the residual corre-
lation. From a large dataset of macroeconomic and financial variables, we found that three factors
can explain a significant proportion of both returns, indicating common economic fundamentals for
oil and gas dynamics. This is the first study explaining oil and gas returns with factors extracted
from a large dataset in the Stock and Watson (2002a,b) tradition, but ours also includes more
international variables from emerging economies. Indeed, we find that the factor with the highest
explanatory power for oil is mostly connected with real macroeconomic variables from emerging
countries, and this was the one key factor that was not shared in common with gas. Given that gas
markets tend to be more local with lower gas penetration in developing countries, this is a very
plausible result.

Whilst the large dataset factor filtration was effective, it is an area for further methodo-
logical refinement, as it is crucial for the subsequent residual estimations. Thus, we considered, as
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in most of the factor-models literature, the factors as if they were observed, whilst they are actually
estimated. Despite this, the assumption should only have a limited impact on our results. However
it could be relevant to investigate the small sample case using some simulation techniques as in
Ludvigson and Ng (2007, 2009 and 2010) and Gospodinov and Ng (2013). The evolving nature of
these fundamentals is more challenging, as dynamic representations may become necessary. Overall,
however, the analysis undertaken here appears to give robust and consistent results to the subtle
question of estimating the financial effects on commodity inter-correlations in the context of com-
plex global fundamentals.

APPENDIX
Al. Testing for Seasonality and Reaction to Abnormal Temperatures

Additional results using monthly dummies and CDDdev and HDDdev defined as monthly
CCD and HDD minus their 1963—-1993 monthly average, respectively, calculated following Hartley
and Medlock (2014). Data on both variables are collected from the National Climatic Data Center
(NCDC). We refer the interested reader to Hartley and Medlock (2014) for an exposition of why
monthly dummies should be considered along with HDD and CDD variables. The estimation sample
is November 1993—February 2010 (196 monthly observations).

Copyright © 2017 by the IAEE. All rights reserved.



220/ The Energy Journal

Table 7: Regression of Oil and Gas Return on CCDdeyv,
HHDdev and Monthly Dummies
r_oil r_gas r_oil r_gas
Intercept -0.0003 0.0056  -0.0089 0.0776
(-0.03) (0.33) (-0.32) (1.33)
CDDdev 0.0008*#*  0.0013*  0.0009*  0.0027%***
(2.69) (1.89) (2.55) (3.80))
HDDdev 0.0000 0.0006%*  0.0000 0.0009%*
(-0.37) (2.00) (-0.00) (2.75)

January 0.0294 -0.0002
(1.00) (-0.00)
February 0.0235 -0.1225
(0.72) (-1.43)
March 0.0420 -0.0686
(0.99) (-0.89)
April 0.0385 -0.0616
(1.14) (-1.03)
May 0.0322 -0.0762
(0.82) (-1.15)
June 0.0201 -0.1412%*
(0.60) (-2.21)
July 0.0041 -0.1579%*
(0.12) (-2.14)
August -0.0119  -0.2259%:**
(-0.30) (-2.56)
September -0.0002 -0.0424
(-0.00) (-0.62)
October -0.0413 0.0065
(-1.00) (0.07)
November -0.0322 -0.0378
(-0.89) (-0.49)
R’ 0.0240 0.0314 0.0919 0.1127
R 0.0139 0.0214 0.0270 0.0493

Note: (i) CDDdev and HDDdev are CCD and HDD minus their average for each
months for the time period 1963-1993. (ii) *** ** and * respectively denote a re-
jection of the appropriate null hypothesis at the 1%, 5% and 10% levels.

A2. List and Treatment of Macroeconomic and Financial Variables

This appendix provides a list of the 187 variables that are used in the empirical analysis
to compute factors. For each variable, we provide a short name, a mnemonic code as well as a
description of the variable.

In the Trans column, we report the transformation used to ensure the stationarity of each
variable. In denotes the logarithm, Aln and A%In denote the first and second difference of the
logarithm, /v denotes the level of the series, and Alv denotes the first difference of the series.
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