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OOOOOur 25th International
     Conference in Aber-

deen was a great success.
We had excellent attendance,
a strong program, and
thoroughly enjoyable social
events.  More than 300
attendees participated in the
conference.  We had many
excellent plenary sessions,
led off by a session on a
“New Global Energy
Policy,”  with three strong
presentations by U.S.
Department of Energy

Assistant Secretary Vicky Bailey, International Energy
Association Executive Director Robert Priddle, and World
Energy Council Secretary-General Gerald Doucet.  With the
Conference taking place in the heart of the North Sea oil and
gas area, our second plenary focused on the North Sea in a
Global Context, with representatives from BP, the UK
Government and Norway’s Petoro (the new entity that
administers the Norwegian State Direct Financial Interest).
At our lunch on the first day, Lord Nigel Lawson, a former
Chancellor of the Exchequer and Energy Minister, provided
the Conference with a strong retrospective on the United
Kingdom’s experience in privatization in the electricity sector.
Mistakes made, yes, but overall, the privatization effort went
exceedingly well!  In the afternoon of the first day we divided
into co-plenary sessions with one session focusing on Middle
East issues and the other on U.S. Regulation, both outstanding
sessions, making it difficult to choose which to attend.  On
the second day, we led off again with two co-plenary sessions,
the first focusing on the UK experience in liberalizing
electricity markets, an excellent detailed discussion following
on Lord Lawson’s previous presentation, and the second
focusing on de-regulation and liberalization in developing
countries.  Later on the second morning we enjoyed two more
co-plenary sessions, with one focusing on Asian issues and
the other on European Issues.  Our luncheon speaker on the
second day was Mike Lynch on the Perils of Forecasting – be
forewarned, your forecasts are fodder for Mike’s next
presentation!  We concluded our conference on Saturday with
presentations by Shell and BP on their view of the future (not
a forecast) and then a retrospective by eight past presidents

commenting on a range of issues important to energy and the
IAEE.  Of course there were 21 concurrent sessions, and
many poster sessions to fill out a very strong program.

The conference was not all about work.  There were
ample opportunities for networking, catching up with old
friends, making new friends, and exploring opportunities for
new collaboration.  We held an opening reception at the
University of Aberdeen in a hall that dates back several
centuries.  We held a gala dinner at Ardoe House, a beautiful
baronial mansion on the outskirts of Aberdeen.  We were
entertained by a local Piper band (from Alex Kemp’s village)
that first played out in the rain and then indoors.  The head
table was “piped” in by a lone piper, who was given his due
reward of a glass of single malt scotch and then the entire
assembly was toasted by the piper in Gaelic.  The City of
Aberdeen put on a grand evening of traditional Scottish food
and entertainment.  We were warmly welcomed by Lord
Provost (equivalent to our Mayor) Margaret Smith, and treated
to an evening of music, highland dancing, piper, award winning
fiddler, and singers.

The conference and related festivities were all made
possible by the extremely hard work of the British Institute
for Energy Economics and especially through the work of

Editor’s NotesEditor’s NotesEditor’s NotesEditor’s NotesEditor’s Notes

This issue includes the paper by Barry Posner, winner of
the 2002 Best Student Paper contest. Posner notes that some
feel the U.S. clean gasoline laws have created “fuel islands”,
disjointed markets which have higher prices than the old,
unfragmented market. Many assumed this to be the cause of
the gasoline price shocks of 2000 and 2001. He examines the
relationship between price shocks and “fuel island” size and
finds no significant correlation.

Mamdouh Salameh describes the potential of the Caspian
Basin, noting that it is destined to play a supporting role rather
than a deciding one is future world oil supply, and that the
price of oil will be crucial in determining the development of
the Caspian and it contribution to world oil supplies.
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IAEE Seeks Affiliate Bid for 2006 ConferenceIAEE Seeks Affiliate Bid for 2006 ConferenceIAEE Seeks Affiliate Bid for 2006 ConferenceIAEE Seeks Affiliate Bid for 2006 ConferenceIAEE Seeks Affiliate Bid for 2006 Conference

IAEE Council is actively seeking Affiliate bids to host the
2006 International Conference.  Experience has shown that our
meetings take long lead times to plan and implement successfully.
The host Affiliate should keep a few points in mind.
PrPrPrPrProoooogggggrrrrramamamamam

Development of a solid program incorporating a balance of
industry, government and academia is critical to the meeting.  A
general conference chair and program co-chairs should be
selected that have excellent contacts within the field of energy
economics.
SponsorSponsorSponsorSponsorSponsorshipshipshipshipship

Successful sponsorship for the meeting is a minimum of
$60,000.  $75,000 - $100,000 targets, however, should be set.
LoLoLoLoLogggggisticsisticsisticsisticsistics

A suitable convention hotel should be secured as well as
social and technical tours arranged.

If you are interested in submitting a bid to host the 2006
IAEE International Conference please contact either Peter
Fusaro, IAEE’s Vice President for Conferences, at (p) 212-
333-4979 / (e) peterfusaro@global-change.com or David
Williams, IAEE Executive Director at (p) 216-464-5365 / (e)
iaee@iaee.org

For a complete conference manual further outlining the
IAEE International Conference and the various planning
aspects of the meeting please visit our website at www.iaee.org/
en/conferences/

PrPrPrPrPresident’esident’esident’esident’esident’s Messas Messas Messas Messas Messaggggge e e e e (continued from page 1)
Paul Tempest and Neil Atkinson, who co-chaired the program
committee, and Alex Kemp, the Conference Chair.  On behalf
of the IAEE, I extend a very warm and heart-felt thank you to
Paul, Neil, Alex, Fiona (Alex’s assistant), and all the others
who made the conference such a great success.  Of course,
we cannot overlook AMS, our management company, and
Dave Williams, Sr. and Dave Williams, Jr. for their excellent
efforts in supporting us leading up to and through the
Conference.  We look forward now to the North American
Conference in Vancouver, British Columbia, Canada on
October 6-9, 2002, and to our next IAEE Conference in
Prague, Czech Republic, on June 5-7, 2003.

We also held a Council meeting and strategy session on
the day before the Conference started.  We held the strategy
session in order to provide time for a relaxed discussion about
the future direction of the organization now that it has been
around for 25 years.  We are a financially strong, stable
organization; however, we cannot sit on our laurels.  We want
to reach out to new members and areas of the world where
we are not strong.  We discussed how to move forward in our
outreach, agreeing to focus on a few countries or regions at a
time.  Our Vice President for Development, Peter Fusaro
will be putting together ideas in this regard.  We have had a
strong student program and we agreed that we want to continue
our outreach to students – our future membership and
leadership.  We have two graduate students, Monika Mechurova
and Peter Kobos, who sit on our Council, and their advice
has been critical to the success of our student outreach and
involvement.  We plan to continue this outreach for the future.
We have two publications, the Energy Journal and the
Newsletter.  We agreed that the Energy Journal will continue
as it is, a respected, refereed publication.  However, we also
agreed to take a hard look at our Newsletter and asked Paul
Horsnell, our Vice President for Publications, to come up
with ideas about how we could transform this publication into
a special “policy” publication with timely, lively, articles.
We will hear from Paul at our October meeting in Vancouver.
We will continue with the development of our website, and
have agreed to employ a full-time webmaster to maintain it
and upgrade it to meet the needs of our membership.  Finally,
we agreed to take a hard look at our budget for the next several
years to make sure that we remain financially sound as we expand
our efforts to reach out to more members, attract students, and
continue to serve the needs of our existing members.

All in all, we had a very busy, productive and enjoyable
stay in Aberdeen, despite what the Scots call “summer” –
gray, overcast, rainy, windy, chilly, and this is on a good day.
For those who stayed on to enjoy the countryside, castles,
grand houses, distilleries, and general good cheer of the people,
there was universal praise for the overwhelming Scottish
hospitality.  It was a grand time, enjoyed by all!!

Len Coburn

Jonathan Skolnik and Chris Holleyman examine oil and
gas production in the offshore Alaskan Arctic and note that
this requires a unique set of technologies. Economic impact
modeling of these activities also requires unique methods.
They describe the development of a model that, combined
with an available regional model, is designed to produce more
accurate estimates of economic impacts.

Editor’Editor’Editor’Editor’Editor’s Notes s Notes s Notes s Notes s Notes (continued from page 1)

Fereidoon Sioshansi reports that over a decade has passed
since electricity market liberalization process started in
England and Wales. Since then much has been learned about
what works, and what doesn’t, but many complicated issues
still remain unresolved. Policymakers who once believed that
market liberalization would cure all ills now realize that the
process is more complicated than first assumed; that things
can – and occasionally do – go wrong. And when they do,
they can have serious consequences.

IAEE Nominations for 2002 ElectionsIAEE Nominations for 2002 ElectionsIAEE Nominations for 2002 ElectionsIAEE Nominations for 2002 ElectionsIAEE Nominations for 2002 Elections

The 2002 IAEE Nominations committee is pleased to
present the following nominations. Each candidate has accepted
the nomination and is aware that this is a contested election.
They have each agreed to allocate the necessary time to the
post and to attend two Council Meetings each year.
PrPrPrPrPresident Electesident Electesident Electesident Electesident Elect

Tony Owen - University of New South Wales, Australia
Alex Kemp - University of Aberdeen, Scotland, UK

VVVVVice Price Price Price Price President fesident fesident fesident fesident for Deor Deor Deor Deor Devvvvvelopment and Interelopment and Interelopment and Interelopment and Interelopment and Internananananational tional tional tional tional AfAfAfAfAffffffairairairairairsssss
Carlo Andrea Bollino - University of Perugia, Rome, Italy
Jan Myslivec - CityPlan, Prague, Czech Republic

VVVVVice Price Price Price Price President and esident and esident and esident and esident and TTTTTrrrrreasureasureasureasureasurererererer
Wumi Iledare - Louisiana State University, USA
Andre Plourde - University of Alberta, Canada

The Nominations Committee for 2002 comprised of Peter
Davies, Tony Finizza, Hoesung Lee, Paul Tempest and
Campbell Watkins.
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Market Fragmentation and Gasoline Price Shocks:Market Fragmentation and Gasoline Price Shocks:Market Fragmentation and Gasoline Price Shocks:Market Fragmentation and Gasoline Price Shocks:Market Fragmentation and Gasoline Price Shocks:
An InvestigationAn InvestigationAn InvestigationAn InvestigationAn Investigation

By Barry Posner*

During the summers of 2000 and 2001 the price of
gasoline reached historically high levels in many parts of the
United States, most notably in the Midwest. The Clean Air
Act Amendments of 1990 mandated the use of different types
of gasoline in geographically proximate regions, which has
led to the existence of 24 different “fuel islands” in the United
States, areas which use different gasoline formulations than
the surrounding areas. Many feel this market fragmentation
has been a cause of the price spikes.

I analyzed price data from 36 U.S. gasoline markets, and
calculated the portion of the price added by the refining,
transportation and marketing functions. I compared the price
in each market, and in each week, to the price in the same
market in the four previous years and delineated the percent-
age increase in markups. This was done for the years 1998-
2001. This markup percentage was used to define whether or
not a price shock existed. For each market, I calculated the
population of the “island” in which the market was contained.

I examined the geographical extent of each price shock,
and regressed the number of shocks versus the population of
each island. It was hypothesized that markets in small islands
would be more prone to shocks than markets in large islands.
I discovered that no significant relationship between island
size and number of shocks existed using the present data set.
Indeed, a weak positive correlation between number of
shocks and market size existed.

Shocks were shown to be primarily regional, and typi-
cally affected markets of all sizes and of all types of gasoline
in a given region. No shocks existed in 1998 or 1999, but a
large number did in 2000 and 2001. This leads me to
hypothesize that ever-tighter production capacity constraints
combined with stochastic occurrences of regional pipeline
and refinery outages may be the root cause of the price
shocks. I shall address this theory in future research.

IntroductionIntroductionIntroductionIntroductionIntroduction

In the past two summers, there was great outcry in the
Midwest concerning the price of gasoline. The price spiked
up to over $2.00 per gallon in some areas - unprecedented
high nominal prices. Congressional investigations were un-
dertaken, and the results loudly trumpeted that the problem
was with “boutique fuels,” special blends of gasoline specific
to each market. Legislation was thought to have created a
balkanization of the gasoline market, and exacerbated supply
crunches that occurred in the high driving season. This idea
has an intuitive appeal: when the gasoline market was largely
homogeneous, price differences in geographically proximate
regions presented arbitrage opportunities that were seized by
local distributors, thus quickly correcting regional market
imbalances. Given that presently the gasoline in a certain city
may not be the same as that in surrounding counties, it is more
difficult for regional distributors to move to take advantage
of these opportunities, and thus the arbitrage opportunities

will have to be larger in order to attract movement of supply,
and will take longer to correct. Therefore, local suppliers will
be able to charge a premium that represents the transportation
cost between the specified gasoline “island” and the closest
similar “island” or producer.

This paper will examine the hypothesis that such
balkanization was correlated with the price shocks observed
in the summers of 2000 and 2001. I will start by listing the
pertinent details of cleaner burning gasoline laws. I will
define the markup component of prices - that is, the price after
the cost of crude has been taken out, and before taxes added
in - the net value added by the refining, distribution and retail
functions of the gasoline market, and compare this markup
during the past two summers with markups in 1998 and 1999.
I will then define the market conditions that constitute a
“price shock”, and examine whether the size of the isolated
gasoline “island” is correlated with the presence and persis-
tence of price shocks.

Cleaner-Burning Gasoline LawsCleaner-Burning Gasoline LawsCleaner-Burning Gasoline LawsCleaner-Burning Gasoline LawsCleaner-Burning Gasoline Laws

As a reaction to the chronic incidences of poor air quality
in many American urban areas, several pieces of legislation,
both federal and state, have been passed. The most important
laws governing mobile source (automobile) pollution were
introduced in the 1990 Amendments to the Clean Air Act
(CAA)(1). Three main clean gasoline programs exist.

LoLoLoLoLow Rw Rw Rw Rw RVP gVP gVP gVP gVP gasolineasolineasolineasolineasoline

The volatility of gasoline refers to its tendency to flash
from a liquid to gaseous form. The Reid Vapor Pressure
(RVP) is a measure of volatility. The lower the RVP,
typically measured in pounds per square inch (psi), the less
prone a gasoline is to flashing. Vaporized gasoline compo-
nents react with oxides of nitrogen in the presence of sunlight
to form ozone and photochemical oxidants (smog precur-
sors). Volatility increases as temperature rises, so the U.S.
Environmental Protection Agency (EPA) mandated the intro-
duction of low RVP summer gasoline. The first phase of low
RVP gasoline predates the CAA, having been introduced by
the EPA in 1989 (2). Phase 2 RVP requirements were issued
in 1990, revised to conform to the CAA in 1991 (3), and took
effect in May 1992. Before introduction of these regulations,
gasoline typically had an RVP of 11.5 psi. Under Phase II of
the summer volatility program, the RVP is now 9.0 in the
Northern United States, and all ozone attainment areas, and 7.8
in Southern ozone nonattainment areas. A total of 57 federally
defined areas are currently in some state of ozone non-attain-
ment, a drop from the count of 101 observed in 1989 (4).

RVP reduction is typically performed by reducing the
amount of butanes in gasoline. Butanes (four-carbon mol-
ecules) are desirable for their low cost and high blending
octane number, but as light ends they are very volatile.
Butanes have to be replaced by higher-value high-octane
components, thus increasing the cost of gasoline. The effects
of the summer volatility program on refinery operation and
gasoline costs are detailed by Lidderdale (5). Low RVP
gasolines are mandated from June 1 to September 15.

OxygOxygOxygOxygOxygenaenaenaenaenated Gasolineted Gasolineted Gasolineted Gasolineted Gasoline

Carbon monoxide (CO) is a colorless, odorless gas that* Barry Posner is a Ph.D. candidate in the Department of Energy,
Environmental and Mineral Economics, The Pennsylvania State
University. (1) See references at end of text.
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is very stable in the lower atmosphere, having a lifespan of
two to four months (6). High ground-level concentrations
exist in cold climates due to the inefficient operation of cold
automobile engines coupled with thermal inversions, which
trap the air at ground-level. CO is a poisonous inhalant that
causes impairment and discomfort at concentrations as low as
30 ppm, and is fatal at 750 ppm. One way to combat CO
formation is through the use of oxygen-containing gasolines.
The oxygen in the fuel promotes more complete combustion,
and reduction of tailpipe concentrations of CO. Section
211(m) of the CAA requires that gasoline containing at least
2.7 percent oxygen by weight is to be used in the wintertime
in those areas of the county that exceed the CO National
Ambient Air Quality Standard (NAAQS). At implementation
of the winter oxyfuels program on November 1, 1992, 39
regions were designated as non-attainment areas. This num-
ber has since shrunk to 18, as of July 1, 1999, with seven more
areas having filed redesignation plans. Depending upon the
region, the winter oxyfuels program is typically in effect
from October 1 or November 1 to February 29. Further
details of the winter oxyfuels program can be found at the
Energy Information Administration website (7)

     RefRefRefRefRefororororormmmmmulaulaulaulaulated Gasolineted Gasolineted Gasolineted Gasolineted Gasoline

Section107(d) of the CAA requires all areas of the
country to be classified according to non-attainment of the
NAAQS for ozone. The classifications were marginal, mod-
erate, serious, severe or extreme. One area, Los Angeles,
was classified as extreme, and eight more were considered
severe: Baltimore, Chicago, Hartford, Houston, Milwaukee,
New York City, Philadelphia, and San Diego. In 1995
Sacramento, California was reclassified from serious to
severe. These regions were mandated to adopt use of refor-
mulated gasoline (RFG). Several other regions opted in to the

RFG program, including Phoenix (which has since switched
to more stringent California standard gasoline), Louisville,
St. Louis, Dallas-Fort Worth, and almost all of the Eastern
Seaboard from Massachusetts to mid-Virginia. These areas
are shown in Figure 1.

 RFG is manufactured according to a complex set of
technical specifications designed to lower the tailpipe emis-
sions of volatile organic compounds, oxides of nitrogen, CO,
and other toxic pollutants, by significant amounts - over 20%
below 1990 levels.

RFG specifications were introduced in two phases.
Phase I ran from January 1, 1995 to December 31, 1999. The
more stringent Phase II specifications took effect January 1,
2000. The detailed specifications can be found in the Code of
Federal Regulations (8).

Specific requirements call for a reduction in benzene, a
mandated oxygen content of 2.0% by weight, and low RVP
requirements for the summer. Thus, the RFG program
subsumes the oxygenate and low volatility requirements into
a more rigorous set of requirements. For the refiner, this
creates a much more stringently defined product. Gasoline
will increase in cost due to the displacement of benzene, a
common and cheap source of octane, of butane, as mentioned
above, the addition of oxygenate, and the requirement for
lower-polluting fuel in general. This entails more extensive
preparation and modification of the crude feed, with ensuing
increases in energy input and capital expenditure. More
details of the RFG program can be found at the EIA website
(9). It was anticipated that the implementation of the RFG
provisions of the CAA would have economic impacts on
gasoline consumers. Two cost issues were addressed by the
EPA. First, a broad-based analysis of program implementa-
tion costs was undertaken (10), addressing the expected price
rise from an industry cost perspective. Second, a study of the
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efficiency losses due to increased fuel consumption was
performed (11). However, a third avenue of negative cost
effect appears to have been unanticipated: exposure of the
consumer to a cost increase due to balkanization of gasoline
markets.

MidMidMidMidMidwwwwwest Prest Prest Prest Prest Price Spikice Spikice Spikice Spikice Spikes and RFGes and RFGes and RFGes and RFGes and RFG

The summers of 2000 and 2001 saw drastic spikes in the
prices of gasoline, most noticeably in the Chicago and
Milwaukee areas, where retail prices reached as high as
$2.75 per gallon. This attracted the attention of politicians
and regulators. Both the Congressional Research Office (12)
and the Federal Trade Commission (13) published reports
about the price spikes. Neither report found any evidence of
illegal behavior, but both mentioned the prevalence of
boutique gasolines as a contributing factor: with the various
combinations of winter oxygenate, summer volatility and
RFG requirements, it has been estimated that there are as
many as 38 mandated varieties of gasoline for sale at any time
in the United States. This is a drastic change from the pre-
CAA days, when gasoline was largely a homogeneous
commodity, with variations for altitude and seasonality being
the only differentiating factors. This meant that a shortage in
one area could be easily addressed by transferring supply
from a geographically proximate area. Stated in economic
terms, there were low transaction costs to moving gasoline.
The new laws have changed this. For example, if a shortage
of reformulated gasoline crops up in Louisville, it is not
possible to simply ship in gasoline from rural Kentucky or
Cincinnati or Memphis, which use conventional gasoline, but
instead supplies must come from St Louis or Chicago, and
those markets may be encountering similar supply crunches.
Therefore, the supply shortfall must be remedied by custom-
ordered production increases in refining centers, such as the
Gulf Coast, which must then be shipped long distances via
pipeline and barge. Transaction costs have been greatly
increased, as have transfer times, and thus it is hypothesized
that shocks will persist for longer periods, and will be more
severe. The EPA has issued two reports about boutique fuels,
addressing blending and feedstock concerns, and transitional
difficulties (14, 15). These reports do not mention market
fragmentation.

TTTTThe Rehe Rehe Rehe Rehe Regggggional Strional Strional Strional Strional Structuructuructuructuructure of the Ue of the Ue of the Ue of the Ue of the U.S.S.S.S.S. Gasoline Mar. Gasoline Mar. Gasoline Mar. Gasoline Mar. Gasoline Markkkkketetetetet

Figure 2 displays the production, consumption and inter-
regional trade in gasoline in the USA. The five blocks labeled
PADD I through V refer to the Petroleum Administration for
Defense Districts, as defined by the Department of Energy
for analysis purposes (and distribution in the case of national
emergencies). The “P” term inside each block refers to
gasoline produced in that PADD, and the “C” term refers to
consumption in that region. The numbers overlying the
arrows define the net flows between PAD districts and net
imports from other countries. All amounts are in millions of
barrels. Data are for the year 2000, and were downloaded
from the 2001 Petroleum Supply Annual (16), published by
the EIA.

As can be seen, PADD III (Gulf Coast) is the prime
refining region in the country, supplying large shares of the
Midwest and East Coast markets. PADD I imports about 15%
of its consumption from overseas, and supplies PADD II with
about 8% of its consumption. PADD V (the West Coast) is

remote from the rest of the system: there are very few
linkages between this district and the rest of the country,
either by pipeline or other mode of transport. Price behavior
in PADD V is largely independent of that in the other
districts, and as such it is typically treated as a separate
country for purposes of analysis. This practice has been
adopted for this report: henceforth, only market behavior in
PADD’s I-IV will be examined.

The Economic ModelThe Economic ModelThe Economic ModelThe Economic ModelThe Economic Model

Classical microeconomic theory tells us that in a perfect
market, a large number of suppliers will behave as price-
takers, and will drive prices down to the long-run average
cost (LRAC). As markets become smaller, and the number
of suppliers decreases, suppliers begin to develop market
power, or the ability to charge prices above LRAC. The CAA
gasoline provisions have fractured the U.S. gasoline market
from one largely homogeneous market to several smaller,
differentiated ones. At the same time, the number of refiners
in the United States is shrinking. According to the above
theory, these conditions should combine to increase price
above LRAC. How can market power be modeled in this
context?

The price of gasoline is strongly affected by the price of
crude oil. A quick analysis of the spot market prices of crude
oil (17) and regular-grade conventional gasoline (18) reveals
that crude typically represents about 70-80% of the refiner’s
cost of gasoline, and is by far the most price-volatile of all
inputs. A simple regression of gasoline spot price on crude
spot price (from June 1986 through December 2001) reveals
a relationship of the form: Gasoline Price = 4.2 + 1.12 x
Crude Price, where prices are in cents per gallon. This
equation has an R2 value of 0.86, reflecting a high degree of
correlation between the two prices. It is more revealing to
look at the difference between crude prices and gasoline
prices. The price of crude oil and the taxes levied on gasoline
do not change with demand, and thus are assumed to be
exogenous. We wish to examine the endogenous part of the
cost of gasoline - the price with crude costs and taxes
excluded.

I refer to this difference as the gasoline markup, which
is the main focus of this study. The markup must cover a wide
variety of costs. The Oil and Gas Journal (OGJ) tracks
refiner and retailer margins, and Spletter and Starr, in the
OGJ (19) have identified the following cost components:

Refiner costs:Refiner costs:Refiner costs:Refiner costs:Refiner costs: crude oil transportation (FOB location to
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refinery); crude oil inventory and storage; chemicals and
catalysts; blending component purchase and storage costs;
energy inputs (natural gas, electricity); labor costs; mar-
keting costs; corporate taxes; refiner profit.
Distributor costs:Distributor costs:Distributor costs:Distributor costs:Distributor costs: transportation (refinery to terminal);
terminal operations expenses (labor, energy, rent, income
taxes); inventory and storage costs; additive costs (metha-
nol); blending costs; distributor profit.
Retail costs:Retail costs:Retail costs:Retail costs:Retail costs: transportation (terminal to retailer); storage;
labor; energy costs; rent; maintenance; retailer profit.

Clearly, many costs must be borne by the margin
between crude cost and tax-out retail price. Of the above
components, many are fixed in the short run: there are no
significant short run changes in chemical and catalyst prices,
equipment costs, rents or wages. Energy and transportation
costs can vary according to the price of crude, but it is
hypothesized that the swings in the markup are created by
firms with market power exercising that asset: the markup
goes up as demand increases and supply decreases.

Gasoline has a low short-run price elasticity of demand.
Several authors, including Archibald and Gillingham (20),
Puller and Greening (21), Molly (22), Kayser (23) and Rao
(24) have shown that the short run elasticity is between -0.01
and -0.08. Assuming a median value of -0.04, this means that
a 10% increase in the price of gasoline will result in reduced
demand of 0.4%, or that a doubling of price will lead to a
consumption drop of only 4%. This fact is well established
and guides refiner and retailer behavior: they know that price
increases related to demand increases will not invalidate
those demand increases: a stable equilibrium arises at a
higher priced supply-demand intersection.

It is hypothesized that the price of gasoline, net of taxes
and crude prices, should be correlated to market power, and
market power will be proxied by the size of a given gasoline
market. This study shall attempt to define whether price
shocks, which are assumed to be exercises of market power,
are correlated with the size of the market. That is, has the
balkanization of the national gasoline market led to a mean-
ingful increase in market power?

The Econometric ModelThe Econometric ModelThe Econometric ModelThe Econometric ModelThe Econometric Model

MarMarMarMarMarkkkkkets and Pets and Pets and Pets and Pets and Perererereriods Studiediods Studiediods Studiediods Studiediods Studied

Weekly tax-out price data for 36 U.S. markets were
recorded from the Oil and Gas Journal (25) for the eight-year
period spanning 1994-2001. The markets are listed in Table
1, sorted by PAD District. These data are collected once per
week by OGJ staff, and reflect an average price for regular
unleaded gasoline over several urban and suburban gas
stations in each market.

TTTTThe Dehe Dehe Dehe Dehe Dependent pendent pendent pendent pendent VVVVVararararariaiaiaiaiabbbbblelelelele

Gasoline prices exhibit hysteresis when measured against
crude prices. That is, the price of gasoline rises on news of
crude price rises quicker than it falls in response to crude
price drops. This is known as “downward sticky” behavior,
and has been examined by, among others, Borenstein, et al.
(26). It has been observed that crude price increases are
almost instantaneously passed through to gasoline prices, but
crude price drops typically lag by 4-8 weeks. Retailers are
forward looking: when crude goes up, the retailer can expect
to pay a higher price to replace his existing stock, and thus

will raise the price of his current stock to his expected next
purchase price. However, when crude prices drop the retailer
is in possession of gasoline that was purchased at a higher
price than that which will be available in the near future.
Thus, the retailer keeps his price high enough to recoup costs
of his existing inventory, and will only drop prices when new,
lower cost inventory is obtained. Prices begin to come down
when some retailer in a market exhausts his inventory of high-
price gasoline and obtains a new, lower-cost shipment. Thus,
gasoline prices are typically correlated to the maximum price
of crude oil over some lagged period.
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To take the hysteresis effect into consideration markup
was modeled as the difference between current gasoline
prices and the maximum cost of crude in the past six weeks.
Symbolically,
MU

i,t
 = PG

i,t
  - Max {PC

t-5
, PC

t-4
, PC

t-3
, PC

t-2
, PC

t-1
, PC

t
}    (i)

where MU
i,t
 is the markup in market i at time t, in cents

per gallon,
PC

t
 is the Cushing, OK spot price of crude at time t, in

cents per gallon,
PG

i,t
 is the tax-out retail price of gasoline in market i at

time t, in cents per gallon.
The markups were then inflation-adjusted using the

monthly Bureau of Labor Statistics Transportation Cost
Index (27), with January 1994 as the base period. They were
sorted into annual bins for each of the 36 markets, and then
a “Shock Index” for each week in the years 1998-2001 was
calculated. This is defined as follows:
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where S
i,w,y 

= “shock index” in market i, week w and
year y, in percent

MU
i,w,(y-j) 

= markup in market i, week w and year y, cents
per gallon

Thus, the shock index is simply this year’s markup
divided by the average markup in the same market, and same
week of the year, over the previous four years. A market was
assumed to be under gasoline price shock conditions if the
value of “S” was greater than 50%, that is, if the gasoline
markup was more than 50% higher than the four-year average
price in the given period. Clearly, this is an arbitrary
definition, but I assumed that if the combined real take of the
refiner, transporter and merchant was over one and a half
times his expected take based on the previous four years, it



(

can be safely assumed that market power is being exercised.
The number of weekly occurrences of shocks were then

tabulated and summed over the four-year period of study for
the 36 markets in question. This sum is the dependent variable
in this model: the number of weeks under shock conditions.

TTTTThe Indehe Indehe Indehe Indehe Independent pendent pendent pendent pendent VVVVVararararariaiaiaiaiabbbbblelelelele

The size of each individual market is the independent
variable in this model. Ideally, sales for each region would
be used as the variable, but sales data by county, and hence
by region, are unavailable in the public domain. The greatest
degree of disaggregation reported by the EIA is by state
(spatially) and by month (temporally). For this reason, I
decided to use population as a proxy for sales, primarily
because population data to match the exact boundaries of the
different gasoline regions are available. The one nuance that
is lost by this method is that different regions have different
sales patterns, for example, farm-intensive regions have
much greater seasonal variations, as do cold-weather re-
gions. Year 2000 population data for each county in the
United States were obtained from the U.S. Census Bureau
(28). For each county in PAD Districts I-IV, the type of
gasoline sold in the summer was listed. The different types of
clean gasoline,  reformulated, low RVP or oxygenated, were
then arranged into contiguous regions, with each region
forming an “island”. The “sea” surrounding these islands
consists of all of the areas selling conventional gasoline. The
population was summed over each county within each con-
tiguous region. This population of the region in which each
of the 36 study markets falls into, measured in million of
people, is the independent variable. Thus, the regression
estimated in this study is:

ΣS
i
 = β

0
 + β

1
(P

i
) + ε

I
 (iii)

Where ΣS
i
 = number of weeks under shock conditions

in market i
P

i
 = Year 2000 population of region in which market

i is contained
β

0
, β

1
= empirically derived parameters

Data Conditioning ResultsData Conditioning ResultsData Conditioning ResultsData Conditioning ResultsData Conditioning Results

PrPrPrPrPrice Shocice Shocice Shocice Shocice Shock Dak Dak Dak Dak Datatatatata

The sales price data were manipulated as described
above, and the total number of weeks in the four-year period
under shock conditions were calculated. The results are
shown in Table 2. The number of markets under shock
conditions for each week of this study is shown in Figure 3.
There were no meaningful shocks in 1998 or through most of
1999 - any disturbances were limited to one or two markets,
and were corrected in one or two weeks. Figure 3 begins at
December 1999 and runs through December 2001. As can be
seen, there are eight distinct “peaks”, each corresponding to
a shock that affected at least six markets and lasted for at least
four weeks. These shocks will henceforth be labeled as
shocks 1 through 8, and each will be described individually.
The characteristics of each shock are detailed in Table 3.

Shock 1 was broadly dispersed, and was observed in
Cleveland, Detroit, Kansas City, Oklahoma City, Wichita,
Albuquerque, New Orleans, Cheyenne and Salt Lake City.
This shock is hard to quantify: it is not concentrated in any
particular region, and is broadly dispersed.

Shock 2 is confined to the central and southern regions
of PADD I and PADD II. It does not reach as far north as
Chicago or as far as Texas, but is fairly continuous over a
“heartland” belt stretching from Atlanta to Wichita.

Shock 3 was the first shock to generate widespread
attention. This took in almost all of PADD II, and existed in
a less durable fashion through most of PADD III and the
southern regions of PADD I. It did not reach the Northeast
or PADD IV. While the price effect was publicized mostly in
Chicago, the percent increase over normal markups was
greatest in the small cities of the Corn Belt, sometimes
reaching double previous levels.
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Shock 4 was a small follow-on to shock 3. It occurred
primarily in the central regions of PADD III and Atlanta.
Oddly it was also felt in Philadelphia, but no other Northeast
city.
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Shock 5 was widely dispersed, like shock 1. It mildly
affected markets as diverse as Boston and Wichita, but
persisted for over a month in Dallas and Houston.

Shock 6 was another small mid-winter event. It occurred
in cold climates, ranging from Buffalo to Cheyenne. It only
persisted for any length of time in Des Moines.

Shock 7 was the successor to the big shock of 2000. This
event was felt in every region, and every city except New
Orleans and Salt Lake City (and was barely visible in San
Antonio and Albuquerque). It was also accompanied by the
most severe price rises in many cities, and persisted for
months in the Northeast and Central areas.

Shock 8 was basically a continuation of shock 7 centered
mostly in the Northeast and northern Midwest, but it also
spread as far southwest as Tulsa.

Gasoline Island DefGasoline Island DefGasoline Island DefGasoline Island DefGasoline Island Definitioninitioninitioninitioninition

The results of the calculation of region definition are
shown in Table 4.     As can be seen from Table 4, regions 1 to

24 comprise the “islands” in the sea that is defined by region
25.
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Regression ResultsRegression ResultsRegression ResultsRegression ResultsRegression Results

Figure 4 shows the sums of shocks per market (as defined
in Table 2) plotted versus the population of each market’s
home region population, as well as the best-fit line. The
shocks were regressed against the population, with the
following results (standard error in parentheses):

ΣS
i
 = 17.36 + 0.030 P

i
(2.78) (0.036)

The t-statistic the slope parameter is 0.832, and the R2 for
this regression is 0.020.

If one expects that arbitrage opportunities will persist
mostly in small markets, then one would expect a larger
number of shocks in these markets, and we would thus expect
the regression to have a negative slope. In other words, a best-
fit line will slope downwards. The hypothesis is formally
framed as follows:
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Null hypothesis: H
o
: β

1
<0

Alternate hypothesis: H
a
: β

1
≥0

Given examination of the t-statistic of β
1
, as well as the

extremely low R2 value, and the positive slope of best-fit line
in Figure 4, we can safely reject the null hypothesis, and state
that given the evidence at hand, there is no reason to believe
that the slope of the best fit line is significantly different to
zero, and thus no structural relationship between market size
and number of shocks exists in the current data samples.

We may choose to look at only the data for small-
markets, that is, reject the data for the “Rest of PADD I-IV”
and the Northeast, and look at the relationship in smaller
markets. These data, and the best-fit line, are plotted in
Figure 5. The results for this regression are as follows:

 ΣS
i
 = 13.76 + 1.295 P

i
(5.05)   (1.073)

The t-statistic the slope parameter is 1.21, and the R2 for
this regression is 0.089. The t-statistic and R2 have improved,
but not to levels that could be considered significant, and the
slope is still positive.

AnalysisAnalysisAnalysisAnalysisAnalysis

Based on both econometric estimation and descriptive
analysis of the price shocks, it is clear that market size is not
a determining factor, at least from the perspective of arbi-
trage opportunities being more prevalent in small markets.
The large shocks were regional in nature, and equally
affected both large and small markets and both reformulated
and conventional gasoline markets. The largest shocks af-
fected more than one PAD District, and this is not surprising

given the inter-regional dependencies shown in Figure 2.
A refinery outage in PADD III will have effects on

PADD I, II and III, with PADD IV being more immune to
shocks than the other regions. A production interruption that
is native to PADD I or II may only affect the home region,
but if the shortfall is significant enough then demand-driven
price pressure may extend back to PADD III. What is obvious
is that price shocks seldom affect any region in isolation. This
explains why the higher arbitrage theorem may be invalid:
when an upset occurs in a market, then to seize this arbitrage
opportunity an entrepreneur will want to ship product from
the closest possible “same-product” market. However, if the
shock has spread to that market, then no arbitrage opportunity
exists, and one has to go further afield to find an unaffected
market to capitalize upon. The further away the unaffected
market, then the greater the transportation cost, and the
longer the time required to deliver the product. Both of those
factors will exacerbate the size and duration of shocks in the
affected markets.

We must also consider that the possibility that the larger
the affected market, the larger the arbitrage opportunity, and
thus the larger the shock. This is in direct contradiction to the
hypothesis upon which this paper is based. However, once
again the largest markets, in the Northeast and the upper
Midwest, are the furthest away from the refining hub in the
Gulf, so it takes longer to get relief product into those
markets, and a greater volume of product is required to satisfy
demand in those markets.

One unexplained observation is the fact that minimal
shocks were observed in 1998 and 1999, but many severe
ones were in 2000 and 2001. On the surface, little is different
between these two periods: Low-RVP gasoline requirements
were the same in all markets, and reformulated gasolines
were required in both periods. There was a shift from Phase
I to Phase II RFG on January 1, 2000, but this did not effect
market differentiation in any way. One explanation, con-
tained in the FTC Investigation (13) is that unexpected
pipeline and refinery shutdowns, coupled with capacity
constraints, caused regional upsets which rapidly propagated
through the entire PADD II region in 2000 and the entire
nation in 2001.

Conclusions and Recommendations for Further WorkConclusions and Recommendations for Further WorkConclusions and Recommendations for Further WorkConclusions and Recommendations for Further WorkConclusions and Recommendations for Further Work

As discussed above, the model as specified does a poor
job of demonstrating that regional population is a significant
and meaningful predictor of the presence of gasoline price
shocks. The next stage in the development of this model is the
incorporation of capacity constraint effects. These appear to
be strongly non-linear, and as such an appropriate non-linear
specification must be devised. Additionally, a better measure
of market size may be helpful. Using a static value of
population does little to capture seasonal shifts in demand that
may have an effect on price, and differences in regional
consumption patterns are not elaborated.

A better definition of market power can be established by
looking at the links between specific refineries and markets:
how many refineries serve each market, how close to peak
market demand is the capacity of those refineries, and how
easy are alternative supplies to find in the presence of
unexpected refinery or pipeline outages?

I have also largely overlooked competition in the retail
sector in this report. One might be better able to model the
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price response of this sector given more information about the
number of major oil companies in each market, the number
of independent retailers, and the ease of availability of
branded gasolines in the various markets.
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Caspian Sea is No Middle EastCaspian Sea is No Middle EastCaspian Sea is No Middle EastCaspian Sea is No Middle EastCaspian Sea is No Middle East

By Mamdouh G. Salameh*

IntroductionIntroductionIntroductionIntroductionIntroduction

A     lot has been written about the oil potential of the
Caspian Sea. Some sources described it as the “great prize”
while others talk of it as if it were a new Kuwait. Fanciful
estimates have claimed that Caspian Sea oil reserves rival
those of the Arab Gulf. Others have ascribed potential
recoverable reserves of 200 billion barrels (bb) to the area.1

The Caspian Basin has been over-promoted by some as a new
Middle East, and as an alternative global supplier to the Arab
Gulf. Others, by contrast, see it as an overstated high-risk oil
province that will, to a large extent, remain isolated from world
markets. The reality, as always, is somewhere in between.

Caspian Sea’s proven reserves are at present estimated
at less than 17 bb, or 1.5% of the world’s total proven
reserves.2  However, there is now some confidence in the
view that the proven oil reserves of the Caspian fall within the
range of 18 bb-20 bb. The bulk of these reserves lie within the
North Caspian Basin. Drilling failures in the South Caspian
Basin and a comprehensive geological appraisal suggest that
there is little further prospect of new oil, even in untested
deepwater traps of the South Caspian, which are currently
subject to territorial dispute. By 2010 the Caspian should be
producing some 3 million barrels a day (mbd), two-thirds
from the North and one-third from the  South. However, this
depends on a timely investment in new Caspian support
infrastructure and the ability of western oil investors to access
large-scale project financing.3

Apart from the limited size of the reserves, Caspian oil
is very costly to find, develop, produce and transport to world
markets.  The Caspian Sea is practically a landlocked area,
and the economic and geopolitical problems arising from
transporting the oil by pipelines through other countries add
to the risks of investments there.4

With these apparent disadvantages of the Caspian Sea oil
in mind, a puzzling question arises: why the rush of so many
American and international oil companies to invest in this
region? Under normal market conditions, investors would
naturally turn to the abundant, low-cost oil of the Arab Gulf,
rather than to these high-cost, politically hazardous areas.

Why Invest in the Caspian Sea?Why Invest in the Caspian Sea?Why Invest in the Caspian Sea?Why Invest in the Caspian Sea?Why Invest in the Caspian Sea?

With the collapse of the former Soviet Union, the
Caspian Basin presented western oil companies with a unique
opportunity to acquire huge oil reserves at low technical risk.
These companies also recognized that these reserves were
located in a region where both political and business risks
were unexpectedly high. The newly independent Caspian
republics saw western oil investment as a safeguard for their
newly-won independence from Russia.

Consequently what drove the original western energy

investment in the Caspian was access to three proven but
undeveloped ex-Soviet super giant oilfields: Tengiz and
Karachaganak in Kazakhstan, and Azeri-Chirag-Guneshli in
Azerbaijan. These three fields still dominate the Caspian
energy scene today, with the addition of two new super giant
oil and gas discoveries at Kashagan in Kazakhstan and Shah
Deniz in Azerbaijan.

Apart from the economics of investing in Caspian Sea
oil, political motivation has been an important factor. The
declared U.S. policy has been to encourage investing in the
Caspian, and to create United States interests in the geopoliti-
cally sensitive area situated near both Iran and Russia. It is
also a declared policy of the United States to develop Caspian
Sea oil in order to reduce dependence on oil from the Arab
Gulf, which is still viewed as an unstable region where the
outbreak of revolutions or wars could again interrupt oil
supplies and cause price shocks.5

For the United States, the support of Caspian oil develop-
ment began as an outgrowth of a national energy policy that
calls for the expansion of oil production in areas outside the
Arab Gulf.6 The U.S. policy subsequently evolved over time
to one which came to embrace three main policy goals in the
region:

L Support for the sovereignty and independence of the
Caspian newly-independent States (NIS).

L Enhancing commercial opportunities for the United States
and U.S. companies.

L Building economic linkages (e.g., pipelines) between these
states as a way of benefiting countries of the region and
reducing regional conflicts.

In pursuing these objectives, the United States supports
the establishment of an east-west energy transit corridor
comprised of a network of multiple pipelines that will bring
Caspian oil to world markets while bypassing the potential
choke-point of Iran and also reducing dependence on Russian
oil pipelines. This network includes a proposed Baku-Tbilisi-
Ceyhan (BTC) pipeline for transporting oil from Azerbaijan
to the Turkish Mediterranean port of Ceyhan, the Caspian
Pipeline Consortium (CPC) that connects the giant Tengiz
oilfield in western Kazakhstan to the Russian port of
Novorossiysk on the Black Sea, the new early-oil pipelines
from Baku to Supsa and Novorissiysk, and a trans-Caspian
gas pipeline stretching from Turkmenistan to Turkey.7

However, political factors aside, the rush to Caspian Sea
oil was spurred on by the oil market perceptions in the
aftermath of the collapse of the former Soviet Union (FSU)
and which lasted until 1998. These perceptions revolved
around: the ability of OPEC to stabilize oil prices at artifi-
cially high levels and for a long period, the oil technology
revolution that led to a spectacular reduction in the cost of
finding and developing high-cost oil, the robust global oil
demand between 1994 and 1997 and the fact that most OPEC
countries were at that time persistent in shunning foreign
investment in their national oil industries. All these favourable
factors and market perceptions justified economically the
rush to the Caspian Sea.

 Caspian Sea Oil Reserves Caspian Sea Oil Reserves Caspian Sea Oil Reserves Caspian Sea Oil Reserves Caspian Sea Oil Reserves

The proven oil reserves of the Caspian region (Azerbaijan,
Kazakhstan, Turkmenistan and Uzbekistan) amount to 17 bb.
This makes the Caspian equivalent to a superior North Sea

* Mamdouh G. Salameh is an international oil economist, a consult-
ant with the World Bank in Washington D.C. and a technical
expert of the United Nations Industrial Development Organization
(UNIDO) in Vienna. He is Director of the Oil Market Consultancy
Service in the UK and a member of the International Institute for
Strategic Studies (IISS) in London.

1 See footnotes at end of text
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and not to the Arab Gulf or even Kuwait.8

Estimates of 40 to 60 bb as the ultimate reserve base of
the Caspian region are judged to be reasonable by most
geologists familiar with the region. The latter figure requires
drilling to take place. But drilling requires huge investments
and huge rigs that have to be transported over excruciatingly
difficult routes.

From this reserve base one can safely predict that by
2010 the Caspian should be producing between 2-3 mbd.
Continued Caspian oil investment will still have to depend on
three factors: first, a global oil price in excess of $20/b (in
real terms); second, the absence of major political dislocations;
and third, the need to address with some urgency the serious
deficiencies of Caspian energy support infrastructure.

With a long-term production potential that would con-
tribute roughly 3% to future global oil supply, the Caspian
will never be a strategic alternative to the Arab Gulf. Still, the
Caspian is destined to play a supporting role rather than a
deciding one in supplying the world oil market in the future.
By 2020, production could potentially reach 5 mbd. But this
will only happen if there is a significant improvement in both
the business and political risk environment in the region.

Production and Export PotentialProduction and Export PotentialProduction and Export PotentialProduction and Export PotentialProduction and Export Potential

In 2000, total Caspian oil production reached 1.37 mbd
with net oil exports amounting to 665,000 barrels a day (b/d).9

However, an IEA 1998 study on Caspian oil and gas
presented two scenarios for oil production, domestic con-
sumption and export potential of the Caspian region over the
period 2000-2020.10

In the high case scenario, total Caspian production
increases from 1.38 mbd in 2000 to 3.89 mbd in 2010 and
6.18 mbd by 2020. Net exports are projected to increase from
665,000 barrels a day (b/d) in 2000 to 2.34 mbd in 2010 and
3.57 mbd by 2020 (see Table 1). The high case scenario
assumed implementation of present projects without delay, to
be followed by additional development projects.
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In the low case scenario production rises to 2.77 mbd in
2010 and 4.84 mbd in 2020. Exports also rise to 1.51 mbd in
2010 and 2.98 mbd in 2020 (see Table 2). Because of
uncertainties in the timing of large projects yet to be imple-
mented in Azerbaijan and Kazakhstan, the largest gap be-
tween the high and low scenarios for oil exports is in 2010.
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How do these projected export figures for the Caspian
Sea compare with exports of other OPEC and non-OPEC
producers?  In 2000 Caspian oil exports amounted to 665,000
b/d and non-OPEC producers exported 7 mbd. OPEC exports
from the Arab Gulf, on the other hand, were 18.94 mbd (see
Table 3).
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In 2020, Caspian oil exports are projected to reach 3.6
mbd (high case) or 2.98 mbd (low case) compared with 41.8
mbd from the Arab Gulf. In no case would Caspian exports
in 2010 or in 2020 measure up to the very large exports from
the Arab Gulf.

Caspian Oil Export RoutesCaspian Oil Export RoutesCaspian Oil Export RoutesCaspian Oil Export RoutesCaspian Oil Export Routes

The past five years have seen considerable success in the
development of transportation options for oil in the Caspian
region. Some 800,000 b/d (40 mt/y) of oil export capacity is
already available, with an additional 600,000 b/d (28 mt/y)
added with the commissioning of the CPC in October 2001
(see Table 4). Oil pipeline capacity is projected to rise to 2.4
mbd (120 mt/y) with the eventual completion of the BTC
pipeline in 2005.
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However, the new CPC pipeline faces a number of
difficulties. Turkey is uneasy about increased traffic through
its already congested Strait of Bosphorous that connects the
Black Sea with the Mediterranean and may apply restrictions
to the number of vessels using this route. The other major
consideration is that use of the CPC pipeline still leaves
Kazakhstan dependent on Russia.

Another export route planned for Caspian crude oil is the
1,730-kilometer Baku-Tbilisi-Ceyhan (BTC) pipeline. Con-
struction is expected to start in June 2002 and the pipeline is
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projected to transport 1 mbd. The United States and Turkey
have long been pushing the BTC route, and the Kazakhstan
government seemed enthusiastic about it at the time. But with
cheaper options emerging, the country’s support for the BTC
route seemed to waver. Kazakhstan has been leaning toward
the Iran route as the most cost-effective for Kazakhstan
crude.

A southern outlet for the Caspian Basin’s oil through Iran
is the route most favoured by the international oil companies.
It is by far the least costly option as there already exists an oil
pipeline infrastructure in Iran. The 240-km Nekha-Tehran oil
pipeline with a capacity of 175,000 b/d, which is expected to
come online by 2003, would allow for oil swap operations.

Significant volumes will eventually move south to Iran
(up to 500,000 b/d), for oil swaps from the Gulf. Caspian
crude is sold to refineries in northern Iran for internal
domestic markets and paid for in volumes of Iranian crude
delivered at an export terminal in the Gulf for onward sale by
Caspian producers in international markets. Both parties
thereby benefit from saved transportation costs across Iran.
Iran will, however, always be a market for Caspian oil. But
until the United States softens its stance on Iran and lifts the
sanctions, an Iran route will not be in the cards.

Caspian Sea Oil & World Oil PricesCaspian Sea Oil & World Oil PricesCaspian Sea Oil & World Oil PricesCaspian Sea Oil & World Oil PricesCaspian Sea Oil & World Oil Prices

The future of the Caspian Sea and its impact on Gulf oil
will depend crucially on oil prices and on the investment
policies of the major producers of the Gulf region itself. If
low price levels of $13-$14/b persist in the coming five to
seven years, Caspian oil will have little chance of expanding.
By contrast, if financial pressures in OPEC succeed in
restoring an artificially high price of $18/b and above,
Caspian Sea oil will have every chance of expanding to a
similar extent as the North Sea.

Today a fully built-up cost for the Caspian barrel of oil
is roughly $12-$15/b.11 This  compares well with the North
Sea but is still some three to four times more than the
equivalent barrel in the Arab Gulf.  Nevertheless, future
Caspian built-up costs should fall to within $10/b.  Progress
in Caspian oil development is still heavily dependent on a
sustainable $20/b (real) oil price and above. It is from within
this price that a minimum of $2/b profit margin for the oil
companies can be secured, with the share of profits being
80% in favour of the host governments.  What happens to the
price of oil will be crucial in determining the size of Caspian
oil and its contribution to world oil supplies.

Impact of Caspian Oil on OPEC and World Oil MarketImpact of Caspian Oil on OPEC and World Oil MarketImpact of Caspian Oil on OPEC and World Oil MarketImpact of Caspian Oil on OPEC and World Oil MarketImpact of Caspian Oil on OPEC and World Oil Market

It has been suggested that the huge oil potential of the
Caspian Basin represents a major challenge to the supremacy
of the Arab Gulf as a pivotal supplier of oil to world markets
and calls into question the wisdom of Arab Gulf production
cutbacks designed to boost oil prices. While higher oil prices
will undoubtedly encourage investment in high-cost regions
like the Caspian Basin, price is not the only major factor
influencing the speedy development of Caspian oil resources.
Rather, a host of complicated economic, logistical and
geopolitical obstacles block the region’s ability to become a
major oil-producing province of the magnitude of the Arab
Gulf or even the North Sea or Latin America.12

First, Caspian oil resources are located at a great
distance from the world’s major energy-consuming regions.

The countries of that region are landlocked. The region’s
producers cannot simply ship oil by tanker from domestic
ports to international sea-lanes as is done from the Arab Gulf.
Instead, Caspian producers must rely on  expensive pipelines
built through neighbouring countries as the chief means of
transport. However, most of the existing and proposed routes
suffer from a variety of security issues related to regional
political uncertainties and thorny ethnic feuding.

Secondly, the region is also far from major supply
centres for exploratory equipment and faces a debilitating
shortage of modern drilling platforms and other related
supplies. The constraints on infrastructure, drilling equip-
ment and rigs are more severe in the Caspian Basin than
probably anywhere else in the world. This means that oil
wells take considerably longer to complete, in some cases up
to two years as compared to two to three months in other parts
of the world.

Such logistical obstacles mean that while its oil resources
may be geologically equivalent to the North Sea, the Caspian’s
output is unlikely to reach that potential. North Sea produc-
tion has risen from roughly 2 mbd in 1980 to 6 mbd today, or
8% of current world demand. By contrast, after two decades
of development and an investment of $13 bn, Caspian oil
production may account for no more than 3% to 4% of world
demand by 2010.13

Incremental production from the Caspian Basin can, at
the margin, contribute to a weakening of oil price levels.  It
is estimated that without Caspian oil supplies, nominal oil
prices in 2010 could be as much as $5/b higher than
otherwise. But with Caspian oil, oil prices could be lower in
2010 by an estimated $2/b-$5/b.

This more conservative outlook for Caspian output
suggests that Arab producers’ market control may remain
relatively unaffected by the existence of vast Caspian re-
serves in the short to medium term. Moreover, Arab Gulf
producers can benefit from low oil prices to the extent that
such price levels contribute to a rise in oil use, creating an
opportunity for sustainable market share expansion and
giving investors extra incentive to channel exploration capital
into low-cost areas such as the Arab Gulf.

An exportable Caspian oil surplus of the order of 2.3 mbd
by 2010 could end up flowing towards the European market.
It is quite plausible that these barrels will replace some Arab
Gulf barrels. This will occur just as Latin American produc-
tion meets more and more of North America’s growth in
import demand. The result will be that Caspian and Latin
American output will meet much of the growth in the Atlantic
Basin’s crude oil imports. This could redraw the crude trade
patterns, pushing Gulf oil supplies increasingly away from
the Atlantic Basin towards the Asia-Pacific region.

Implications for Energy SecurityImplications for Energy SecurityImplications for Energy SecurityImplications for Energy SecurityImplications for Energy Security

During the Cold War, the issue of energy security was
clear-cut. Western nations did not want the Soviet Union to
gain an advantage over the resources of the Arab Gulf. The
primary threat to the flow of oil was Soviet control.

A lot has changed since then. The Cold War is over and
the perception that the FSU could control oil flows from the
Gulf is gone. The focus has instead shifted to the possibility
of oil supply disruptions resulting from conflict in the Middle
East.

Another development shaping the issue of energy secu-
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rity has been the proliferation of oil-producing countries.
Between 1978 and 1996, 22 new non-OPEC countries began
producing oil, an increase of more than 40%. This is due, in
part, to the break-up of the FSU, but it also includes new
producing countries in Africa and Asia.

With these changes over the last 15 years, the issue of
energy security has become less clear-cut. Even though net
importing countries are and will remain dependent on oil
from the Arab Gulf, the magnitude of the threat seems
smaller.

However, concern over energy security will never go
away, but each new supplier  contributes to the perception of
a diminishing threat. In this case, the Caspian does enhance
energy security by providing a volume of oil that is not
unimportant as an alternative source. But assuming that
pipeline projects go forward, Caspian oil will add to non-
OPEC oil supplies and will postpone the time when OPEC
supply once again surpasses non-OPEC supply (projected to
be around 2020).

The Great GameThe Great GameThe Great GameThe Great GameThe Great Game

At its simplest level, the Great Game is about who owns
the Caspian oil reserves and who controls the pipelines that
carry the oil to the global markets.

With billions of dollars and crucial strategic influence at
stake, the struggle for control over the vast oil resources in
the Caspian Basin is a tale of political intrigue, fierce
commercial competition, geo-strategic rivalries, ethnic feud-
ing and elusive independence. Some analysts have compared
this situation to the “Great Game” – a nineteenth-century
rivalry between Victorian England and Tsarist Russia for the
control of the region.

It is too early to declare the game over. But after years
of inconclusive wrangling, the 21st century Great Game is
starting to yield clear national and corporate winners.

Among companies, British Petroleum, ENI of Italy and
(above all) ChevronTexaco of the United States appear to
hold claim to the bulk of regional reserves, as well as crucial
pipeline routes. Among countries, the clear winner is
Kazakhstan, which is now believed to hold up to 75% of all
Caspian reserves.14

The United States can also celebrate a strategic victory:
it is now close to achieving its goal of ending the old Russian
monopoly on Caspian export pipelines.The centerpiece of
U.S. policy has been to promote the Baku-Tbilisi-Ceyhan
(BTC) pipeline. Despite lingering doubts about the safety of
the war-torn route, financing and the size of Azerbaijan oil
reserves, construction on the $3 bn project is set to begin in
June this year. Oil is slated to flow by early 2005.

At the same time, President Putin of Russia appears to be
plotting a Russian comeback. He has been travelling around
the Caspian, laying the groundwork for a regional supply
cartel, a kind of mini-OPEC led from Moscow. The  potential
is there: the key to a cartel is production capacity. Under
plans now in the works, the Caspian region (including Russia)
could be exporting 7 mbd by 2012, almost equivalent to the
current exports of OPEC’s giant Saudi Arabia. It is not
inconceivable that Putin will one day convince Russia’s
former satellites that together they can move markets to their
own advantage.15

In the final analysis, the actual winner of the Great
Caspian Game is the one who is in the strongest negotiating

position. The United States and western oil companies seem
to be in that lucky situation.

ConclusionsConclusionsConclusionsConclusionsConclusions

With ultimate reserves of 40 to 60 bb, the Caspian Basin
does not pose a major challenge to the supremacy of the Arab
Gulf as a pivotal supplier of oil to world markets. Apart from
the limited size of the reserves, Caspian oil is very costly to
find, develop, produce and transport to world markets.

With a long-term production potential that would con-
tribute roughly 3% to future global oil supply, the Caspian
will never be a strategic alternative to the Arab Gulf. Still, the
Caspian is destined to play a supporting role rather than a
deciding one in supplying the world oil market in the future.

Today a fully built-up cost for the Caspian barrel of oil
is roughly $12-$15/b. This compares well with the North Sea
but it is still some three to four times more than the equivalent
barrel in the Middle East. Progress in Caspian oil develop-
ment is still heavily dependent on a sustainable $20/b (real)
oil price and above. What happens to the price of oil will be
crucial in determining the size of Caspian oil and its contri-
bution to world oil supplies.

Incremental production from the Caspian can at the
margin contribute to a weakening of oil price levels. How-
ever, at 3% of world oil supply by 2010, it will not be a
significant threat to the market control and market share of
the Arab Gulf.
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Modeling the Economic Impacts of OffshoreModeling the Economic Impacts of OffshoreModeling the Economic Impacts of OffshoreModeling the Economic Impacts of OffshoreModeling the Economic Impacts of Offshore
Activities in the Alaska ArcticActivities in the Alaska ArcticActivities in the Alaska ArcticActivities in the Alaska ArcticActivities in the Alaska Arctic

By Jonathan Skolnik and Chris D. Holleyman*

AbstractAbstractAbstractAbstractAbstract

Production of oil and gas in the offshore Alaskan Arctic
relies upon a set of technologies unlike those used anywhere
else in the world.  Remote locations, temperatures of 60
degrees below zero, and shifting ice flows that rule out
traditional platforms, waterborne craft and sea-floor pipe-
lines are just a few of the challenges that must be overcome.
The solutions include roads and islands built of ice, man-
made gravel islands, pipelines buried below the ocean floor,
and cold weather retrofitted vehicles and equipment that are
run for years without ever being turned-off.

Economic impact modeling of these activities also re-
quires a set of methods that are unique.  Readily available
regional economic impact models contain production func-
tions that are based on national averages.  These national-
level input coefficients cannot accurately reflect the unique
arctic production function.  These models are also unable to
accurately trace the regional distribution of purchases made
by the industry or the workers who commute to the site.
Finally, these readily available models do not have enough detail
to accurately model the differing impact of specific projects.

This paper describes the development of a first step
model that can be combined with a readily available regional
model to produce more accurate estimates of economic
impacts.  The first step model utilizes vectors of purchases,
disaggregated by both geographic area and activity, to allow
a more accurate accounting of the inputs required for a
specific project.  The vectors are constructed by coding
detailed engineering estimates of inputs to the individual
activities.  These direct inputs can then be used to stimulate
the standard regional impact models.

IntroductionIntroductionIntroductionIntroductionIntroduction

The Outer Continental Shelf Lands Act, as amended,
established a policy for the management of oil and natural gas
in the Outer Continental Shelf (OCS) and for protection of the
marine and coastal environments.  The Act authorizes the
conduct of studies in areas or regions to determine the
“environmental impacts on the marine and coastal environ-
ments of the OCS and the coastal areas which may be affected
by oil and gas development.”  The U.S. Minerals Manage-
ment Service (MMS) is the administrative agency responsible
for leasing submerged Federal lands.

The National Environmental Policy Act (NEPA) of 1969
requires use of the natural and social sciences in any planning
and decision making that may have an effect on the human
environment.  To this end, the MMS prepares Environment
Impact Statements (EIS) and environmental assessments
(EA); acquires marine environmental data; analyzes data,
literature surveys, socioeconomic studies, and special stud-
ies; and holds public conferences.  These undertakings often

call for assessing the regional economic impacts of a proposal
such as a lease or a sale.

In the past, an assortment of models and methods were
used to estimate economic impacts, and these typically varied
by planning areas.  At present, the existing models used to
develop direct OCS and secondary employment projections
for the Alaska OCS Region are outdated and do not produce
results comparable to other OCS regions such as the Gulf of
Mexico.  As a result, regional comparisons are difficult to
make.  Section 18 of the OCS Lands Act, however, requires
that the U.S. Department of the Interior prepare a 5-year
schedule of lease sales that considers “an equitable sharing of
developmental benefits and environmental risks among the
various regions.”  For this reason, MMS decided to standard-
ize the approach used to estimate regional economic impacts
and has settled on IMPLAN, an economic input-output
model, for that purpose.

To facilitate EIS work for Alaska’s OCS Arctic subre-
gion and to develop a tool for the “equitable sharing”
analysis, a new model was developed.  It can estimate
industry employment and expenditures, by region, of off-
shore oil exploration and development (E&D) activities in the
Beaufort Sea.  The new model is known as the Arctic Impact
Model for Petroleum in Alaska (Arctic IMPAK).  Unlike the
current model, this new model is designed to produce a set of
outputs that can be used to stimulate IMPLAN.

The Current Modeling ProcessThe Current Modeling ProcessThe Current Modeling ProcessThe Current Modeling ProcessThe Current Modeling Process

Economic analysis of lease sales in all areas begins with
the Exploration and Development (E&D) Scenarios.  The
first step model refers to any model that translates the E&D
Scenario into direct effects.  Direct effects are defined as
those resulting from the first round of spending by companies
working directly on an OCS project(s).  The first-step model
must estimate the level of industry expenditure (or employ-
ment) and how that spending/employment is allocated to
onshore geographic areas.  The MMS calls the spending
allocation to industry a “cost function.”

For Alaska, the previous first-step model was the Man-
power model.  It simply converted OCS activities levels from
the E&D scenarios (number of wells drilled, platforms
installed, pipeline miles laid, etc.) into estimates of direct
employment using ratios, such as employees per mile of
pipelines laid.  It was developed in the late 1970s and then
refined in the early 1980s.  No documentation of the model
or the sources of the underlying estimates is available.

The second-step model is used to estimate the additional
impacts that result as the initial spending reverberates through-
out the economy.  These secondary impacts are often referred
to as indirect and induced effects.  Such models must be
developed specifically for OCS or must be customized to
reflect the unique expenditure and commuting patterns of
OCS-related companies and their employees.  For Alaska,
these problems are exacerbated by the fact that national
models like IMPLAN often use national multipliers due to
inadequate local data.  In order to use IMPLAN as a second
step model, the first step model must provide extremely
detailed results.

For Alaska, the second-step model that was used in
conjunction with Manpower was the Rural Alaska Model
(RAM), which was developed by the University of Alaska
Anchorage.  Like Manpower, RAM is a set of spreadsheets that

* Jonathan Skolnik and Chris D. Holleyman are with Jack Faucett
Associates, Bethesda, MD. This is an edited version of their paper
presented at the 24th Annual IAEE Conference in Houston, TX,
April 25-27, 2001.
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uses simple multipliers to estimate results.  This model can be
used to estimate impacts only at the local level and does not allow
for the estimation of impacts at the state or national level.

Purpose and ObjectivePurpose and ObjectivePurpose and ObjectivePurpose and ObjectivePurpose and Objective

The purpose of this paper is to describe the development
of a model to replace the Manpower Model.  Since the early
1980s, when the Manpower model was constructed, there
have been significant technological changes in offshore E&D
activities.  In addition, the production process used in
Alaska’s arctic regions differs significantly from the process
used in the sub-Arctic regions that were modeled in the
Manpower model.

In developing the new model, the latest available data
were used to develop employment and expenditure factors for
the revised E&D activities.  With these updated factors,
projections of direct and indirect employment impacts in the
sub-Arctic region can be forecast more accurately.  With
more accurate projections, stakeholders will have more
confidence in the economic sections of an EIS.  More
accurate projections may also be used in decisions regarding
post-lease mitigation.

The new first-step model converts E&D inputs into direct
employment and expenditure impacts for the North Slope
Borough (NSB), the state of Alaska, and the rest of the United
States.  The NSB is the local government for the land area to
the south of the Arctic OCS.  Shore-based OCS activity would
be located in the NSB.  Expenditure impacts are itemized by
IMPLAN sector.  MMS can use the model to estimate the
direct impacts of an E&D scenario then enter these impacts
into IMPLAN to estimate the indirect and induced effects.
Cost functions are used to customize the inputs for IMPLAN.
MMS has selected IMPLAN to forecast secondary economic
impacts because it is a national level model that will standard-
ize comparison with other MMS OCS regions.

OrganizationOrganizationOrganizationOrganizationOrganization

The economic impact of a particular set of oil and gas
activities on the Arctic OCS will depend on both the size of
the project and the set of technologies chosen.  In the next
section of this paper, alternate technologies are first defined
and then the most likely set of technologies is chosen.

In the following section, these choices are then compared
with the categorization of activities contained in the E&D
scenario to assess compatibility.  Based on this comparison,
the final set of activities is chosen for inclusion in the model.
The activities are then defined as either primary or secondary
activities.  Primary activities include those activities whose
levels are determined directly from the E&D scenario.  In
contrast, secondary or support activities (hotel/camps, per-
sonnel transport, ice roads, helicopter support and barge
support) are those whose levels are dependent on the levels
of several primary activities.

Finally for the chosen set of nineteen activities, a basic
unit of activity (mile of pipeline, day of helicopter support,
barrel of oil, etc.) is determined.

The next section provides an overview of the methods
used to develop the inputs to the nineteen activities that
comprise the oil exploration, development and production
process in the Alaskan Beaufort Sea.  In some sense, this
study develops a production function for each activity, where
the production function is defined in terms of expenditures for

various types of inputs.  These inputs can be broadly grouped
into the following categories: labor, capital, materials, pur-
chased services and government.

The final section of this paper provides an overview of
the inputs and outputs of the completed IMPAK model.

Selection of TechnologiesSelection of TechnologiesSelection of TechnologiesSelection of TechnologiesSelection of Technologies

The economic impact of a particular set of oil and gas
activities on the North Slope will depend on both the size of
the project and the set of technologies chosen.  In this section
alternate technologies are defined and described and the most
reasonable and likely set of technologies is chosen.

Table 1 provides a listing of the technical options for oil
and gas activities in the Alaskan Beaufort Sea.  This table was
developed by combining a variety of tables and materials
from the Draft Beaufort Sea/Northstar EIS, supplemented by
interviews conducted for this study.  For each major activity,
the table defines the alternate technologies, their character-
istics, advantages and disadvantages.  The technologies that
were chosen for use in this study are highlighted in bold print.

The analysis clearly indicates that there are a large
number of potential technological alternatives.  For example,
approximately fifteen potential drilling structures were iden-
tified.  Given the complexity of modeling the technologies,
it is crucial to select the most likely technologies and to
concentrate on modeling the production functions and the
economic impacts of those technologies.

The following is a summary listing of the chosen
technologies:
• Drilling Method - Directional
• Seismic Surveys - From Ice
• Exploration Structures - Ice Islands
• Development Production Structures - Manmade Gravel

Islands
• Oil and Gas Recovery - Gas Cycling
• Oil Processing - Full Offshore Processing
• Product Transportation - Pipeline Buried Beneath Seafloor
• Abandonment - In Place

In each case only a single technology was chosen.  For
exploration both ice islands and Sinkable Island Drill Ships
were considered economical and environmentally friendly
options.  However, ice islands are the more utilized and
proven technology.  The estimation of alternative data for
seismic surveys on ice and by boat were also considered, but
given the relatively small size of this activity it was not
deemed worthwhile to do so.  While it was recognized that
both methods of conducting seismic surveys are likely, the
economic differences are not significant.  Gravel islands, full
offshore processing and pipeline transports were clearly
superior both technologically and environmentally when
compared with other current options.  However, as explora-
tion moves to deeper water, the use of alternative production
structures will become more likely.  As water depths in-
crease, the cost of gravel islands increases more than propor-
tionately.  At 75 to 100 feet these costs probably become
prohibitively expensive.

E&D Scenarios, Secondary Activities and UnitsE&D Scenarios, Secondary Activities and UnitsE&D Scenarios, Secondary Activities and UnitsE&D Scenarios, Secondary Activities and UnitsE&D Scenarios, Secondary Activities and Units

Since the level and timing of activities must be derived
from the E&D scenario, the level of each activity must be
defined in terms of the E&D scenario.  Table 2 provides an
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example of the format and content of an E&D scenario for
arctic Alaska.  The types of activities included in the E&D
scenarios and their definitions were an important consideration
in developing the activities to be included in the IMPAK model.

In addition, while the E&D scenario only specifies a
relatively few activities, many of these E&D activities share
common support type activities.  These include ice road
construction, spoils disposal, headquarters support, person-
nel transport, helicopter and barge support and camp support
(room and board).  Since the labor, material and equipment

inputs to these secondary or support activities are similar across
the more primary activities, it is advantageous to separate these
components from the primary activities and have the levels of
these activities depend on the levels of the primary activities.

Table 3 provides a listing of what were considered
primary activities.  Fourteen activities are listed in roughly
chronological order.  Note that the construction and operation
of facilities are separated, as operation often continues
several years.  Also included in Table 3 is a listing of the
secondary or support activities.  Five of these activities have
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been identified including:
• North Slope Support
• General Personnel Transport
• Ice Roads
• Helicopter support
• Barge support

It was important to rigorously define each activity to
insure that there was no double counting.  It was also
important to ascertain the extent to which the secondary
activity varies depending on the primary activity it is associ-
ated with.  For example, there are differences in the thickness
and width of ice roads used during different activities.

The primary and secondary activities are structured so

that if a primary activity occurs, predetermined amounts of
the required secondary activities are stimulated.  For ex-
ample, if a production island is in operation, a certain amount
of helicopter support flights will occur.  The number of
helicopter flights will vary based on certain aspects of the
scenario, such as the distance of the project from shore and
the number of islands in operation.

In order to model the impacts of a particular oil and gas
development it is necessary to have estimates of the size of the
development.  These estimates, as provided in the E&D
scenario reproduced in Table 2, define the development in terms
of number of wells, miles or kilometers of pipelines, etc.

Finally, activities must be defined in terms of a unit of
time or size.  Table 3 provides a unit for each of the activities
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used in the IMPAK model.  These units were designed to be
as compatible as possible with the E&D scenarios.  At the
same time they needed to match with the engineering and cost
data that were collected for the study.

Data Development MethodologyData Development MethodologyData Development MethodologyData Development MethodologyData Development Methodology

In some sense, this study is developing a production function
for each activity, where the production function is defined in
terms of expenditures for various types of inputs.  These inputs
can be broadly grouped into the following categories: labor,
capital, materials, purchased services and government.

The estimates developed in this study were based on
information collected in the years 1999 and 2000 and pub-
lished reports providing data for various years, but mostly for
the years 1997 to 1999.  As such, the authors consider the
estimates provided in this paper to be reported in 1999 dollars.

LaLaLaLaLabor Inputsbor Inputsbor Inputsbor Inputsbor Inputs

Labor inputs include the direct labor used in the construc-
tion and operation of the oil and gas facilities as well the
overhead or headquarter salaried non-production staff that
provide support functions over a range of operations.  The
direct construction labor inputs were estimated through
interviews with representatives of construction contractors
and oil companies that have experience in constructing or
operating the structures under consideration.  In most cases,
data were collected, by activity, on the number of employees
by trade, wages for employees by trade, task crew size,
duration of task, number of shifts, shift duration, rotation
pattern and percent native hire.  The numbers of headquarters
and support staff were estimated based on published Census
data on the ratio of total workers to production workers.  Non-
production employment within Alaska was then divided
between the NSB and the remainder of Alaska based on data
provided by industry sources.  Wages for salaried employees
were estimated separately for the various geographical re-
gions based on the State of Alaska’s Employment and
Earnings Summary Report except for U.S. wages which were
based on data from the 1997 Census of Mineral Industries.
Wages for all workers in all geographic areas were then
adjusted to include an estimate of the value of fringe benefits
based on Census data.

In calculating estimates of economic impact in cases
where workers are commuting, it is necessary to consider
both where the employees work and where they spend their
disposable income.  Therefore, while data were initially
developed based on the location of the workplace of the
individual, these estimates were then converted to estimates
of the location in which the expenditures of wages and taxes
are made.  Once employees are paid wages, they will pay
taxes, save a small part of these wages and then spend the rest
on goods and services, generating induced impacts.

Where an employee spends his/her income depends, to
a large extent, on whether the employee is a resident of the
NSB.  Since food, lodging and transportation are part of an
employee’s total compensation package, it is unlikely that
non-residents spend much of their disposable income in the
NSB.  Study team members with experience working in the
area, estimated that workers in the NSB spent approximately
$5 per day at informal lobby shops or on local crafts.  Since
most employees make in the range of $500 per day, it was
assumed that one percent of disposable income is spent on

NSB goods.  Full time NSB residents, on the other hand, are
inclined to spend relatively more of their disposable income
in the NSB.  Those natives who still live in the NSB, estimated
at 25 percent of all natives, were estimated to spend the
majority (80 percent) of their income there, with the remain-
der spent on the occasional trip to Anchorage or other
destinations.  NSB natives who had left their native village
were estimated to spend none of their disposable income in
the NSB, other than the one-percent spent while working.  In
addition, it was assumed that all employees in Alaska spent
all of their disposable income within Alaska and that all non-
Alaska employees spent all of their income in the rest of the
U.S. not including Alaska.

In addition to direct compensation, several contractors
provided estimates of additional employee related costs for
airfare to and from the NSB, local transportation, clothing,
and housing and meal costs.  While these costs are theoreti-
cally not part of employee compensation, but rather part of
overhead costs, their levels are dependent upon the numbers
and of employees and are, therefore, most accurately esti-
mated along with employee compensation.  They were
assumed to not be included in Bureau of the Census estimates
of fringe benefits and were coded directly to the appropriate
IMPLAN sectors.  As described below, they were subtracted
from estimates of total overhead prior to distributing remain-
ing overhead expenses to IMPLAN sectors.

CaCaCaCaCapital Inputspital Inputspital Inputspital Inputspital Inputs

Unlike most labor and material inputs, which are entirely
and immediately consumed in the production process, capital
inputs are used up gradually over time.  This defining aspect
of capital requires special attention when utilizing an
input-output (I-O) framework to estimate economic impacts.
Capital expenditures are not included in the use coefficients
of an industry, which only account for inputs that are
immediately consumed for current production.  In an I-O
model, annualized capital expenditures are included with
value added.  Unfortunately, these expenses are frequently
aggregated and, without a capital flow matrix, it is not
possible to isolate specific types of investments or trace the
secondary impacts associated with such investments.  For this
reason, exogenous estimates of capital investment are often
developed outside of the I-O model, and then used as model
catalysts along with other direct expenditures.

Capital investments represent a substantial portion of
mineral exploration and development (E&D) expenditures.
Due to the harsh environment, this is especially true in Alaska’s
Arctic environment, where many of the machines only last four
years and are often operated for long periods of time without
even being turned off.  E&D activities require transportation and
earth moving equipment, drilling equipment, etc.

The first step in the process was to identify the capital
assets used in each E&D activity. It should be noted that much
of the equipment has to be retrofitted with special accessories
before it can be used in the harsh conditions found in the
Alaskan Arctic.  These accessories include insulation, special
engine lubricants, and hardware attachments.  The accesso-
ries associated with each primary piece of capital were also
identified in this first step.  The numbers of assets required
to carry out one unit of the activity were then estimated.  This
information was compiled through surveys of construction
and mining contractors and supplemented with engineering
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and economic judgment.
The cost for each asset was then annualized (based upon

the average life of the machine), converted into a “per unit”
basis, and then divided into its various cost components: i.e.,
manufacturing, transportation and wholesale trade, and ret-
rofitting.  Regional purchase coefficients (RPC) were then
used to allocate expenditures to impacted geographic regions.
This allocation was performed for each cost component.  For
example, the manufacturing cost of a particular asset may
have been assigned to the rest of the United States (not
including Alaska) whereas part of the cost of delivering it to
the North Slope may have been assigned to the NSB.  Finally
each cost component was assigned to an associated IMPLAN
sector and annual expenditures were summed across assets.
RPC is a term which briefly is defined as the percentage of
purchases of a particular good or service obtained from
within the study area.

MaMaMaMaMaterterterterterial Inputsial Inputsial Inputsial Inputsial Inputs

Most major material inputs such as fuel were estimated
based on information on cost and quantity gathered in the
industry interviews or based on the expert engineering
knowledge of project staff.  However, in order to determine
what materials and purchased services are utilized in quanti-
ties that are significant enough to warrant estimation, data
from the latest national-level input-output table of the U.S.
economy was tabulated and analyzed.  In summary, material
inputs to the oil and gas production process are made up of
four main types of commodities including:
• Chemicals
• Products of petroleum refining such as gasoline as well as

lubricating oils and greases
• Various paving and building compounds such as asphalt,

concrete and cement
• Specialty minerals used in well drilling operations.

The types of products for each of these sectors and their
associated SIC code were a useful input to the interviewing
process.  Estimates were solicited on the usage of these
various inputs for the particular activity under consideration.
These estimates were often based on usage rates for particular
pieces of equipment that were then multiplied by the number
of units in use, the hours or days of use per piece of equipment
and the cost per unit of the input.  An example would be the
gallons of fuel used per day for a pickup truck.  The number
of pickup trucks and the number of days they were employed
in the task would then be multiplied by this estimate.  Total
usage would then be multiplied by the cost of fuel.  Since the
products were already defined by SIC code and input-output
sector it was a simple matter to code them to IMPLAN sector.
As the estimates were in purchasers’ prices, rough estimates
of shipping costs by mode and wholesale and retail margins
(if applicable) had to be made prior to assignment to sectors.
Finally, the area of production was specified, so that the
resulting values could be divided among the NSB, the
remainder of Alaska and the other 49 states.

PurPurPurPurPurccccchased Serhased Serhased Serhased Serhased Services (Ovvices (Ovvices (Ovvices (Ovvices (Overhead)erhead)erhead)erhead)erhead)

The national-level input-output table was also analyzed
for purchased services and overhead sectors for which
estimates of purchases were not compiled within the labor,
capital or materials procedures. These include sectors such as

telephone services, banking, insurance, hotels, data processing,
advertising, legal, engineering and architectural, accounting,
eating and drinking places, and business associations.

The purchases from these sectors, which represent
overhead types of services, are usually not separately speci-
fied in engineering cost estimates.  If they are considered,
they are generally lumped together in a common overhead
category.  Moreover, while these purchases are part of the
real costs of doing business they are not easily allocated
directly to the different activities that comprise the oil and gas
industry.  That is to say, they are common overhead compo-
nents.  The amount of advertising that is purchased by a large
oil company, for example, is probably fairly independent of
the miles of ice roads constructed, but is probably somewhat
related to gallons of oil produced.  On the other hand, a
smaller company specializing in ice road construction, al-
though likely to have a small advertising budget, is also likely
to have spending that is fairly related to the miles of roads it
constructs in a year.

The assignment of these costs by area is also extremely
complicated.  The oil and gas industry is an amalgamation of
a large number of companies, not just the big oil companies.
For example, the 1992 Census of Mineral Industries esti-
mates that almost 17,000 companies were involved in the
Crude Petroleum and Natural Gas and Oil and Gas Field
Services industries.  Therefore, one can not simply ask the
large oil companies where they spend their overhead dollar,
even assuming they would be willing to provide an answer.
Instead, estimates must be made of where the aggregate of all
companies makes their expenditures.

As a result, the estimates of spending for each purchased
service were based on the following methods.  First, esti-
mates of overhead expenses, developed for each activity
based on interviews and expert engineering judgments, were
allocated to the 18 purchased services sectors based on the
relative value of consumption provided in the national-level
Bureau of Economic Analysis (BEA) Input-Output (I-O)
table.  Data for the oil and gas industry were used for all
activities except camp support, general transport, and heli-
copter and barge support.  Data for these sectors were based
on the BEA I-O data for hotels, local transport, air transport
and water transport, respectively.  The resulting estimates
were then split among the NSB, Alaska and the other 49 states
using percentage distributions developed by study staff based
on their familiarity with the area and the production process.

GoGoGoGoGovvvvvererererernmentnmentnmentnmentnment

The model also calculates government expenditures,
which are set equal to government revenues in the prior year.
Government revenues were generated from IMPAK outputs
for that prior year and a series of local, state and federal tax
rates.  Revenue sources include taxes on employee earnings,
employee spending, Permanent Fund (PF) dividends, 8(g)
funds, gravel royalties, oil and gas royalties, lease revenues
and bonus bids.  Government revenues were distributed to a
number of IMPLAN sectors based on separate input-output
vectors developed for local, state and federal governments.
Each cell in the vectors represents a percentage of the
respective total government expenditures.  For the most part,
it was assumed that all expenditures will take place in the
region in which the government is located.

In addition, the model includes data for Trans-Alaska
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Pipeline system (TAPS) expenditures, which are assigned to
the IMPLAN pipeline sector.   It was assumed that TAPS
expenditures in a given year are equal to TAPS revenues
generated in the previous year.  These revenues were
estimated by multiplying total oil production by a TAPS
surcharge, which is defined in terms of dollars per barrel.
The user inputs both variables.  It was assumed that all oil
produced on the North Slope is transported via TAPS to Valdez.

Model OverviewModel OverviewModel OverviewModel OverviewModel Overview

The Arctic IMPAK model forecasts the input require-
ments needed to carry out oil exploration and development on
Alaska’s Arctic OCS.  In the previous section, the methods
used to develop vectors of commodity and labor input
requirements on a per unit basis were described.  Multiplying
these vectors by projected annual activity levels developed
from an E&D scenario generates estimates of the total input
requirements for each year in the forecast horizon.

The Arctic IMPAK model is contained in a Microsoft Excel
platform and is driven by data from the E&D report, as well as
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other data, which are manually input into the model.  Since the
activities listed in the E&D reports are not identical to those used
in IMPAK, the model has to convert the E&D data into the
corresponding IMPAK activity levels.  Table 4 details the
conversion of E&D scenarios to IMPAK activity levels.

The model inputs are then transposed into a matrix
compatible with the regional input-output matrices.  An Excel
array function is used to accomplish the task. The transposed
input is then multiplied by each region’s input-output matrix
to yield the total direct impacts by region and IMPLAN
sector.  Again, an Excel array function is used to accomplish
the matrix multiplication.  Note that each year in the forecast
horizon requires a separate formula.

The final output is a matrix that provides total input
requirements by IMPLAN sector separately for each year and
geographic area.  This output then becomes the input for the
Microsoft-Access model developed by the MMS.  The MMS
model estimates the ripple effects in each corresponding,
proximate onshore area.
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USAEE is offering a limited number of student scholarships to the 22nd USAEE/IAEE North American Conference.  Any

student applying to receive scholarship funds should:
1)Submit a letter stating that you are a full-time student and are not employed full-time.  The letter should briefly describe

your energy interests and tell what you hope to accomplish by attending the conference.  The letter should also provide the
name and contact information for your main faculty supervisor or your department chair, and should include a copy of your
student identification card.

2)Submit a brief letter from a faculty member, preferably your main faculty supervisor, indicating your research interests,
the nature of your academic program, and your academic progress.  The faculty member should state whether he or she
recommends that you be awarded the scholarship funds.

USAEE scholarship funds will be used only to cover conference registration fees for the Vancouver USAEE/IAEE North
American Conference.  All travel (air/ground, etc.) and hotel accommodations, meal costs in addition to conference-provided
meals, etc. will be the responsibility of each individual recipient of scholarship funds.

Completed applications should be submitted to USAEE Headquarters office no later than September 25, 2002 for consideration.
Please mail to:  David L. Williams, Executive Director, USAEE, 28790 Chagrin Blvd., Suite 350, Cleveland, OH 44122.

Students who do not wish to apply for scholarship funds may also attend the conference at the reduced student registration
fee.  Please respond to item #1 above to qualify for this special reduced registration rate.  Please note that USAEE reserves
the right to verify student status in accepting reduced registration fees.

If you have any further questions regarding USAEE’s scholarship program, please do not hesitate to contact David
Williams, USAEE Executive Director at 216-464-2785 or via e-mail at:  usaee@usaee.org
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Sobering Realities of Liberalizing ElectricitySobering Realities of Liberalizing ElectricitySobering Realities of Liberalizing ElectricitySobering Realities of Liberalizing ElectricitySobering Realities of Liberalizing Electricity
MarketsMarketsMarketsMarketsMarkets

By     Fereidoon P. Sioshansi*

IntroductionIntroductionIntroductionIntroductionIntroduction

England, Wales and Norway are credited with starting a
new chapter in electric power sector governance. About the
same time, both countries started to liberalize and/or restruc-
ture their electricity supply industries (ESI) along different
paths. The former two established a centralized, mandatory
pool while privatizing a previously government-owned and
highly centralized bureaucracy1. The latter broadened and
formalized what used to be a thriving voluntary bilateral
market, while leaving much of the industry in the hands of
government-owned or municipal entities2.

The initial success of these two countries has resulted in
restructuring, liberalizing, privatizing, or corporatizing in
many parts of the world (Figure 1). For a definition of terms,

see the following.

Restructuring, Liberalizing, Privatizing or Corporatizing:Restructuring, Liberalizing, Privatizing or Corporatizing:Restructuring, Liberalizing, Privatizing or Corporatizing:Restructuring, Liberalizing, Privatizing or Corporatizing:Restructuring, Liberalizing, Privatizing or Corporatizing:
What’s the difference?What’s the difference?What’s the difference?What’s the difference?What’s the difference?

Restructuring:Restructuring:Restructuring:Restructuring:Restructuring: A broad term, referring to attempts to

reorganize the roles of market players and/or redefine the
rules of the game, but not necessarily deregulate the
market. California, for example, restructured its market,
deregulated its wholesale market by lifting nearly all
restrictions, but kept its retail market fully regulated.
Many problems ensued.
Liberalization:Liberalization:Liberalization:Liberalization:Liberalization: Synonymous with restructuring. It refers
to attempts to introduce competition in some or all seg-
ments of the market, and remove barriers to trade. The
European Union, for example, refers to their efforts under
this umbrella term.
Privatization:Privatization:Privatization:Privatization:Privatization: Generally     refers to selling government-
owned assets     to the private sector, as was done in Victoria,
Australia, and in England and Wales. It must be noted that
one can liberalize the market without necessarily privatiz-
ing the industry, as has successfully been done in Norway.
The experience in New South Wales, in Australia has been
a mixed success.
Corporatization: Corporatization: Corporatization: Corporatization: Corporatization: Generally refers to attempts to make

state-owned enterprises (SOEs) look, act, and behave as if
they were for-profit, private entities. In this case, the SOE
is made into a corporation with the government treasury as
the single shareholder. For example, former SOEs in New
South Wales, Australia, have been corporatized. They
vigorously compete with one another, while all belong to
the same, single shareholder, namely the Government of

*  Fereidoon Sioshansi is Global Manager, Power Market Advisory
Products for Henwood Energy Services, Inc., a software and
consulting firm in Sacramento, California. For further informa-
tion, contact the author at fsioshansi@hesinet.com
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NSW. The Islamic Republic of Iran has been considering
such a move for generators.
Deregulation:Deregulation:Deregulation:Deregulation:Deregulation: Essentially a misnomer. No electricity
market has been (or, in fact, can be) fully deregulated.
Experience suggests that even well functioning competi-
tive markets need a regulator, or as a minimum, a market
monitoring and anti-cartel authority. Germany is the only
major country attempting to do without a regulator. Even
in this case, there is an anti-cartel office, monitoring the
behavior of the market participants.

Despite a few setbacks and early disappointments, these
efforts have generally been successful and are proceeding in
North America and elsewhere3.  A synopsis of recent
developments in the U.S., including the California debacle
follows.

Restructuring of U.S. Electric Power Sector ContinuesRestructuring of U.S. Electric Power Sector ContinuesRestructuring of U.S. Electric Power Sector ContinuesRestructuring of U.S. Electric Power Sector ContinuesRestructuring of U.S. Electric Power Sector Continues
Despite SetbacksDespite SetbacksDespite SetbacksDespite SetbacksDespite Setbacks

What started as a restructuring debate in California in
1994, quickly spread across the U.S. At one point, 24 states
had passed legislation to open their electricity markets to
competition. But the recent problems in California have
cooled the early enthusiasm to liberalize the markets in many
states. Consequently, a number of states have postponed their
plans to restructure. Currently, 16 states and the District of
Columbia may be counted in this camp. The result is an
incoherent hodge-podge of competition, not here and not
quite there, and in the case of California, re-regulation.
According to the Energy Information Administration, the
states now fall into the following categories:

Restructuring ActiveRestructuring ActiveRestructuring ActiveRestructuring ActiveRestructuring Active:     Arizona, Connecticut, Delaware,
District of Columbia, Illinois, Maine, Maryland, Massa-
chusetts, Michigan, New Hampshire, New Jersey, New
York, Ohio, Pennsylvania, Rhode Island, Texas, and,
Virginia.
Restructuring DelayedRestructuring DelayedRestructuring DelayedRestructuring DelayedRestructuring Delayed: Arkansas, Montana, Nevada,
New Mexico, Oklahoma, Oregon, and West Virginia.
Restructuring SuspendedRestructuring SuspendedRestructuring SuspendedRestructuring SuspendedRestructuring Suspended: California.
Restructuring Not ActiveRestructuring Not ActiveRestructuring Not ActiveRestructuring Not ActiveRestructuring Not Active: Alabama, Alaska, Colorado,
Florida, Georgia, Idaho, Hawaii,, Indiana, Iowa, Kansas,
Kentucky, Louisiana, Minnesota, Mississippi, Missouri,
Nebraska, North Carolina, North Dakota, South Carolina,
South Dakota, Tennessee, Utah, Vermont, Washington,
Wisconsin, and Wyoming.

Source: Energy Information Administration.

Several states —Alabama, Colorado, Idaho, Kentucky,
and Louisiana— have studied the issue and have decided that
there will be no tangible benefits, at least in the short-run,
from restructuring. This conclusion is based on what they can
see from developments in other states. Following the well-
publicized problems in the California market, a handful of
other states have postponed the opening of their markets.

There has not been strong support from consumers. In a
number of states, notably Arizona, Michigan, Montana, New
Hampshire, New Jersey, Nevada, Pennsylvania, and Ver-
mont, there has been mild to significant opposition to the
implementation of the legislation. Policymakers, consumers,
regulated utilities, competitive suppliers, and environmental
groups have all discovered that there is a dark side to
restructured markets:

L Policymakers in a handful of states have decided to delay

or postpone the implementation of restructuring for a
variety of reasons.

L Consumers and their advocates have discovered that the
savings—at least in the short-run—can be non-existent,
small, or elusive at best. This is particularly true of states
with significant stranded costs, which have to be paid off
before meaningful competition can truly start. The scale of
stranded costs, once estimated to exceed $300 billion for
the U.S., however, has turned out to be significantly
smaller. Consumers have also found that prices can be
highly volatile and unpredictable, something that many do
not like.

L Load serving entities     have found that they can be caught
short if they have not secured their resource requirements
with long-term, fixed-price contracts. A number of LSEs
in the West, for example, were badly burned when prices
shot up while their retail rates were capped. This has led to
the bankruptcy of the nations’ largest investor-owned utility,
Pacific Gas & Electric Company, as well as financial
problems for many others, including Sierra Pacific.

L Competing suppliers have found—surprise—that it costs a
lot to acquire customers; it is not easy to hang on to them;
it is difficult to sell them additional value-added services;
and enormously expensive to launch new brands and
products. Many have left the business altogether, while
others have concentrated exclusively on large commercial
and industrial customers, leaving the residential mass
market virtually unattended. Green energy has turned out
to be a niche market, but even here the going is tough.

L Environmental and advocacy groups     have found that in the
competitive environment nobody will look after the social
goods (e.g., the environment, R&D, energy efficiency,
renewable energy, low-income customer assistance,
etc.).This means that new mechanisms for funding and
implementing such services must be found.

But the glass is not just half empty. Competitive pres-
sures have unleashed enormous forces to reduce costs,
improve operational efficiencies, enhance customer ser-
vices, and offer a host of new products and services.
Moreover, a number of new players have entered the
previously closed electric power sector. The most notable
among these are power marketers and traders (see Table 1)
who can increasingly take advantage of federal and state
legislation to operate in competitive wholesale markets.
While there were a handful of such companies as recently as
1992, at the end of 1999, there were 566. The collapse of
Enron and subsequent consolidation has reduced the number,
but trading and risk management are now considered as
permanent features of the electric power business.

Despite frequent complaints about the unfair nature of
competition in retail markets in many jurisdictions, custom-
ers are beginning to make choices. The turnover rates are not
impressive, so far, particularly in the residential sector. In
California’s failed market, retail competition was suspended
in September 2001. Texas, which opened its retail market in
January 2002, is expected to have a thriving market – but the
jury is still out on this.

Motivations to Liberalize Markets VaryMotivations to Liberalize Markets VaryMotivations to Liberalize Markets VaryMotivations to Liberalize Markets VaryMotivations to Liberalize Markets Vary

Although the motivations to restructure were, and con-
tinue to be, vastly different in various parts of the world, they
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generally fall into two broad categories (see Table 2). In
developed countries, the industry is mature, infrastructure is
already in place, and growth rates are modest at best. In these
countries, the prime motivation is to make the industry more
efficient by introducing competition and customer choice.
Local and regional price disparities are typically among the
reasons for large industrial users to push for competition.
Another objective is to transfer risks of investment to the
private sector, which in developed countries is well devel-
oped and fully capable to assume such risks.
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Customer choice
Make industry more efficient
Improve operational efficiencies
Better cost management
Investment risks borne by private sector
Remove/reduce price disparities

%�
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Attract infrastructure investment
Reduce government bureaucracy
Decentralize planning
Reduce/remove price subsidies
Support private sector growth
Keep up with growing demand
In developing countries, the industry usually needs

massive infusions of investment in infrastructure to meet
growing demand. Governments are often unable to meet the
insatiable demand for investments. The prime motivation in
these cases is to attract private investment – domestic and
foreign – into the sector, and to cut down on bureaucratic red
tape and the inefficiencies of centralized, government-con-
trolled planning. In many developing countries, electricity
prices are kept artificially low, which further discourages

additional investment in the power sector. Privatization is one
way to remove price subsidies. There are a multitude of other
factors, varying from one country to another.

Regardless of the motivations, during the 90s, it was
naively assumed that:

L ESI restructuring is a relatively straightforward process;
L many benefits (e.g., higher operating efficiencies) would

automatically flow from the introduction of competition
and would naturally lead to lower retail prices; and

L the newly liberalized markets would essentially self-
regulate themselves, operating as a plane flies on auto-pilot
once the coordinates of the destination are specified.

The experience of the markets to date, however, suggests
otherwise4.

Restructured Markets not as AdvertisedRestructured Markets not as AdvertisedRestructured Markets not as AdvertisedRestructured Markets not as AdvertisedRestructured Markets not as Advertised

Recent well-publicized problems with dysfunctional mar-
kets5 such as the one in California have clearly demonstrated
that:

L the power market is highly complex;
L many of the assumed benefits of restructuring (e.g., higher

operating efficiencies) will not occur automatically, nor
necessarily accrue to the expected beneficiaries (e.g.,
lower retail prices for small consumers); and

L even well-functioning competitive markets require con-
stant and diligent monitoring, and a powerful, independent
regulator.

As it turns out, California is not alone in experiencing
major problems with its electricity market liberalization
experiment. The province of Alberta, Canada started on a
similar path beginning in 1995 and opened its market to full
competition on January 1, 2000. Alberta’s problems, while
trivial compared to California, nevertheless, demonstrate the
potential pitfalls of restructuring. Demand in the province
grew by 16% between 1996 and 2000, but supplies did not
keep up. What new capacity has come online uses natural gas.
More importantly, even though some 70% of the province’s
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Companyanyanyanyany VolumeVolumeVolumeVolumeVolume ChangeChangeChangeChangeChange CompanyCompanyCompanyCompanyCompany VolumeVolumeVolumeVolumeVolume ChangeChangeChangeChangeChange
(MMwh)(MMwh)(MMwh)(MMwh)(MMwh) (Bcf/d)(Bcf/d)(Bcf/d)(Bcf/d)(Bcf/d)

American Electric Power 576.0 48.2 Mirant 13.3 92.8%
Reliant Energy 380.4 88.4 BP Energy 12.6 50.0
Mirant 343.4 87.7 Duke Energy North
Duke Energy North American Wholesale Energy 12.4 4.2
American Wholesale Energy335.3 21.8 Reliant Energy 12.2 37.1
Dynegy Wholesale Aguila Inc. 12.0 14.3
Energy Network 317.0 130.0 Dynegy Wholesale
Williams Energy Energy Network 11.3 16.5
Marketing and Trading 306.3 133.6 American Electric Power 10.6 178.9
Aquila Inc. 301.1 61.3 Sempra Energy 10.5 18.0
El Paso 221.1 86.3 Coral Energy 9.2 -9.8
Constellation Power Source 173.0 8.1 El Paso 9.2 17.9
Entergy-Koch Trading LP 109.0 -7.0 Conoco Inc. 7.1 -5.3

Enron and PG&E’s numbers were not available for 2001, and
these companies are not ranked in the above table.
Source:  Energy Markets, March 2002
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energy is generated from low-cost coal plants, the market
clearing prices on the Power Pool of Alberta are increasingly
set by the much higher cost natural gas plants.

This, coupled with abnormally high natural gas prices in
2000, led to price spikes in the wholesale market during the
early stages of the liberalized market. Since every generator
gets paid the price set by the last plant at the margin, average
pool prices increased to unprecedented levels. Critics charge
that the government failed to spell out the details of how the
power market would transition to competition, thus discour-
aging early investments in additional coal-fired capacity.

High prices began to moderate in 2001, falling to around
CAN$30/MWh (approximately $20/MWh) by end of 2001.
Moreover, high prices have attracted additional investments,
which have resulted in lower prices. The Alberta experience
suggests that unexpected and unintended things can happen,
and it may take months to stabilize prices and/or to restore
investors’ confidence in the market.

Far to the south of both Alberta and California, Brazil has
also had a difficult time with its power markets. But unlike
Alberta and California, this one can be mostly blamed on
nature. The worst drought to hit the country in 70 years
significantly reduced the output of hydroelectric energy,
which normally accounts for 90% of the country’s needs. As
in the case of California and Alberta, uncertainties about
market rules and market prices resulted in little or no
investment in additional thermal capacity.

In 2001, the government ordered Brazilians to cut down
electricity usage starting in June by 20% to avert widespread
blackouts. Rationing, which lasted 6 months, affected all
consumers. Residential users were asked to cut back usage by
20% or face surcharges as high as 200%. Small consumers
who could cut down their usage by 1/3 were exempted from
paying any bills. Large industrials were to cut down usage
between 15-25%. Violators were fined, or had their power
cut off. The situation has improved since these draconian
measures were introduced.

As the preceding examples illustrate, there is now a new
maturity of expectations in at least three areas:

L ComplexityComplexityComplexityComplexityComplexity – Every one recognizes the enormous com-
plexities of the electricity markets6.

L BenefitsBenefitsBenefitsBenefitsBenefits – While the introduction of competition unleashes
powerful forces to improve operating efficiencies and
reduce costs, the benefits do not automatically flow to the
expected beneficiaries. For example, a disproportionate
percentage of the significant cost savings resulting from the
initial liberalization and privatization of the ESI in England
and Wales allegedly went to the investors – not the
customers.

L Vigilant regulator Vigilant regulator Vigilant regulator Vigilant regulator Vigilant regulator – Despite initial beliefs to the contrary,
the necessity and the workload of regulators have usually
increased following the introduction of competition in
many jurisdictions. Germany, the only major liberalized
market in the world which does not currently have a
regulator, sorely needs one.

Does CompetitionDoes CompetitionDoes CompetitionDoes CompetitionDoes Competition Inevitably Inevitably Inevitably Inevitably Inevitably Lead to Lower Prices? Lead to Lower Prices? Lead to Lower Prices? Lead to Lower Prices? Lead to Lower Prices?

The popular belief used to be that competition will
inevitably—and automatically—lead to lower electricity prices.
The reality is never that simple. True, competition generally
leads to improved efficiencies in operations (e.g., in power

generation), cost reductions in certain functions, the intro-
duction of new—and sometimes improved—services. But its
impact on retail electricity prices is more complicated for
several reasons:
L Large vs. small customersLarge vs. small customersLarge vs. small customersLarge vs. small customersLarge vs. small customers. The intense pressures to cater

to large and strategically important customers tends to lead
to lower prices and/or customized services at little or no
cost. Conversely, many small and marginally profitable
customers may experience little or no price reductions, end
up paying higher prices, and/or suffer service quality
degradations. It makes perfect business sense to look after
the big customers. That may be the reality of competitive
markets. Large customers with their high load factors and
high-voltage service levels are cheap to serve. They can
also use their high volume to negotiate better deals. Not
true for small customers.

L Profitable customersProfitable customersProfitable customersProfitable customersProfitable customers. United Airlines estimates that a
mere 9% of its customers, the frequent business flyers,
account for 40% of the company’s profits. Similar num-
bers apply to the electric power business with the implication
that a lot of time and effort will go to cater to these
customers, and not much on the others. This was not
necessarily the case under regulation.

L Cost attribution and price rationalizationCost attribution and price rationalizationCost attribution and price rationalizationCost attribution and price rationalizationCost attribution and price rationalization. Another
factor further complicating a meaningful comparison of
pre- and post-competition prices is the disappearance of
many subsidies among and across customer classes. Cost
allocation and price adjustments, which are highly impor-
tant and necessary by-products of industry restructuring,
tend to result in significant cost shifting among customer
classes. Consequently, some prices rise while others
decline even in the absence of any net cost reductions.

L Risk and return.Risk and return.Risk and return.Risk and return.Risk and return. The introduction of competition to
monopoly functions (e.g., power generation and competi-
tive energy supply) introduces certain risks not previously
present. This, in turn, requires higher returns on invest-
ment to attract and retain capital. The higher risk premium
may partially—or totally—offset the gains in efficiency
improvements. Moreover, competitive companies have
the prerogative to increase management salaries, pay
higher dividends to their investors, make investments in
business operations, and/or reduce customer prices.

Combine these factors, and one can appreciate why it is
no easy task to provide a simple answer to the simple
question, “does competition lead to lower prices?” In most
cases, the only correct answer is “it depends.”

Perhaps because of these complicating factors, politi-
cians in a number of U.S. jurisdictions that have passed
restructuring legislation have insisted on mandated price
reductions. Legislatively mandated 10-15% price reductions
targeted at small residential customers, combined with a
price freeze for everyone else, appears to be a popular
political formula. It guarantees the support of a majority of
the voters, while permitting larger customers to cut special
deals with competing suppliers—something they will demand
anyway. Some customers are made better off, while nobody
is made worse off.

A 1999 report titled, The Impact of Competition on the
Price of Electricity, conducted by J. A. Wright and Associ-
ates of Marietta, GA, supports the notion that legislatively
mandated price reductions may be the only pragmatic way to



�(

guarantee immediate lower prices. The report, which is
focused on competitive markets in California, Massachu-
setts, and Rhode Island, concludes that the lower prices
initially experienced were the result of legislative mandates,
not competitive market forces. The report, however, is not
critical of competition. It points out that most of the benefits
of competition are yet to come—once the transition period is
over and utility’s stranded costs have been written off.

Moreover, the report points out that, even setting the
recovery of stranded costs aside, the costs of transitioning to
a competitive electricity market are significant—and tend to
be overlooked or underestimated. Finally, there are other
subtle costs associated with a restructured market, including
more volatile prices.

Why Do Competitive Markets Need a Regulator?Why Do Competitive Markets Need a Regulator?Why Do Competitive Markets Need a Regulator?Why Do Competitive Markets Need a Regulator?Why Do Competitive Markets Need a Regulator?

Many countries do not have a well-functioning, indepen-
dent regulatory authority. All decision making, rate setting,
and investment planning is done within the same central
bureaucracy. Since they have always done things in this way,
the question comes up why change. In other cases, naïve
policymakers may assume that market discipline should self-
regulate competitive markets, controlling prices and player’s
behavior. The experience of liberalized markets clearly
suggests otherwise:

L Myth?Myth?Myth?Myth?Myth? – A well-designed, competitive market should be
able to operate without much regulatory oversight, sus-
tained by powerful competitive forces. Right? Wrong.

L Soccer analogySoccer analogySoccer analogySoccer analogySoccer analogy – To understand why, a sport analogy may
be helpful. Consider a competitive game, say soccer. It has
very well-known and highly defined rules which specify
how the game is to be played, the number of players, what
each can and cannot do, how one team can score against the
other, and so on. On the surface, it would seem that
experienced teams should be able to play without a referee.
Obviously, this is not the case. The same is true of
practically all other games, including chess.

L What is the role of the refereeWhat is the role of the refereeWhat is the role of the refereeWhat is the role of the refereeWhat is the role of the referee? To ensure that the rules
of the game are adhered to, and there is no cheating. To
keep the game fair, to prevent one team from abusing
another, to keep the playing field level, as the saying goes.
The function of the regulator is identical to that of a referee
– to interpret the rules and to enforce them. To catch
cheating, misbehaving, disorderly conduct, and otherwise
ensure a fair game.

L What does it take to be an effective referee? What does it take to be an effective referee? What does it take to be an effective referee? What does it take to be an effective referee? What does it take to be an effective referee? For a referee
to be effective, s/he must have ultimate and absolute
authority. Moreover, s/he must be fully independent of
political or other pressures. The same principles apply to
a regulator. In the absence of authority and independence,
no regulator can function properly.

Sobering ExperiencesSobering ExperiencesSobering ExperiencesSobering ExperiencesSobering Experiences

The realities of newly restructured markets, notably the
chilling problems experienced in California in 2000-01, have
had a sobering effect on the thinking of regulators across the
United States.. According to a survey of 46 regulatory
agencies7, U.S. regulatory agencies by a thin margin believe
that consumers are better served under the regulated mo-
nopoly model, still prevailing in many states. Three-quarters
of respondents in the survey said that events in California

have slowed or stopped deregulation in their jurisdiction. A
surprising 40% said their agency lacks the powers, tools, and
resources to prevent a California-style meltdown.

In another recent survey, conducted by Standard and
Poor’s and RKS Research and Consulting, many regulatory
agencies identified the unclear jurisdiction between the
federal and state-level regulatory agencies as a major unre-
solved issue. In the case of California, unclear jurisdictional
issues delayed the introduction of many important remedies
that could have eased the ensuing crisis when problems first
started in 20008.

The current push to create regional transmission organi-
zations (RTOs), by the Federal Energy Regulatory Commis-
sion (FERC), will only make these turf issues more conten-
tious. In summarizing the survey findings, Richard W.
Cortright, Jr., Director of Standard and Poor’s says, “This
report provides a clear picture of a regulatory community in
the midst of a difficult transition.”

As described below, the word deregulation has become
a dirty word in some circles. A report recently published by
the Consumer Federation of America concludes that deregu-
lation has been a costly failure in the United States. Another
study by the Natural Resources Defense Council (NRDC),
prepared for the Silicon Valley Manufacturing Group, con-
cludes that California would have had a bleak summer in 2001
had it not been for remarkable voluntary conservation efforts
of consumers.

Is Deregulation a Dirty Word Now?Is Deregulation a Dirty Word Now?Is Deregulation a Dirty Word Now?Is Deregulation a Dirty Word Now?Is Deregulation a Dirty Word Now?

The fiasco in California has had two consequences; one
positive, one not so:

L Policymakers in other countries and states now have a
model of how things may go wrong – and its disastrous
consequences. This is a hugely positive contribution.

L The worldwide momentum towards liberalizing electricity
markets has suffered a serious blow in many places, as
regulators take time out to see if similar things are likely
to happen to them. In the process, deregulation has become
a dirty word. This is unfortunate.

In the United States, for example, several states have
now delayed the opening of their markets pending a review
of the lessons from California. These include Nevada and
New Mexico, but also states geographically removed includ-
ing Arkansas, Minnesota, Oklahoma, and North Carolina.

On a positive note, many states have taken special
measures to avoid the problems that have plagued California.
For example, politicians in Texas, which opened its market
in January 2002, made sure that their system would not
experience the problems of the Golden State. Others like
Wisconsin are working on beefing up their transmission
network to avoid the transmission bottlenecks that plague
California.

Costs and BenefitsCosts and BenefitsCosts and BenefitsCosts and BenefitsCosts and Benefits

Another important question, which did not seem as
important in earlier, naïve days of deregulatory stampede, is
that of the costs and expected benefits of introducing compe-
tition. As the experience of California suggests, deregulation
is not necessarily cheap, nor risk free. Hence, the policymakers
must ask many hard questions about the expected benefits.
Even if the expected benefits outweigh the costs, one must ask
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if these benefits would automatically accrue and inevitably
lead to lower prices.

There is also the issue of the incidence of costs – stranded
and otherwise – and the distribution of benefits. These are not
trivial questions. Many industry observers, having studied
liberalized markets, have concluded that the there may be
little, if any, net gain from extending competition to the retail
markets9. These critics correctly point out that most of the
benefits of competitive markets are in the wholesale market
and may be captured at relatively little cost.

The benefits of extending competition to small custom-
ers, the critics argue, tend to be relatively small – while the
costs are quite high. According to this line of thought,
competition may be introduced in stages, starting with the
wholesale market, and by allowing large customers to engage
in bilateral contracts. Smaller customers may have to wait or
selectively be given a chance to participate. The switchover
rates (see Table 3) among residential customers have gener-
ally been low, and the savings relatively small considering the
costs. The reasons are easy to explain. The potential savings
to small consumers may simply not be worth the bother.

Is There a Net Gain in all This Pain?Is There a Net Gain in all This Pain?Is There a Net Gain in all This Pain?Is There a Net Gain in all This Pain?Is There a Net Gain in all This Pain?

The National Audit Office (NAO), the watchdog for the
UK’s parliament, published a report suggesting that the costs
of introducing competition in the domestic supply business
have virtually wiped out all the benefits. The NAO report
concluded that the savings to customers have amounted to
roughly £143 million/year ($215 million). Not a huge amount,
but respectable. But the costs of introducing competition,
which has been passed on to the same customers, has been
around £121 million ($182 million), making the net annual
savings a measly £22 million ($33 million). NAO says that
this small net benefit is likely to be lost due to additional costs
of “sorting out the remaining problems with the domestic
competition systems.” These costs are yet to be quantified,
and may exceed the net benefits. Problems and cost over-runs
associated with various IT, settlement, and billing systems
have been excessive. The most common and persistent

problem is switching customer accounts when they change
suppliers – which they do often10.

If deregulation is pursued primarily to harmonize re-
gional price disparities, such as those prevailing across the
United States (Figure 2) and in Europe, there may be other
ways to accomplish this objective. The point of the argument
is to ask the right questions – and be realistic about the
answers. Everyone now realizes that market liberalization is
not a panacea, and will not solve all the industry’s ills. It has
significant costs, risks, and may occasionally backfire.

Market Structure and Market PerformanceMarket Structure and Market PerformanceMarket Structure and Market PerformanceMarket Structure and Market PerformanceMarket Structure and Market Performance

Assuming, for the moment, that a decision has been
reached to liberalize the electricity market, there are a host
of difficult how to questions. For example, how to structure
the competitive market and establish the market rules. These
go to the heart of many of the problems now plaguing poorly
functioning markets such as California.

The following section lists some of the critical market
structure issues. Getting any one item on the list wrong, can
wipe out all the gains from getting all the others right. There
is a strong correlation between market structure and market
performance – as one would expect.

Market Structure Issues: Points to PonderMarket Structure Issues: Points to PonderMarket Structure Issues: Points to PonderMarket Structure Issues: Points to PonderMarket Structure Issues: Points to Ponder

L centralized mandatory pool, voluntary bilateral trade, or
hybrid system

L combining market operator (MO) and transmission system
operator (TSO) function into one organization or keeping
them separate

L design and implementation of the competitive wholesale
auction

L design and implementation of real-time balancing market
including the provision of ancillary services

L requirements for functional unbundling of vertically inte-
grated companies or accounting ring-fencing

L design and enforcement of open access transmission net-
work and non-discriminatory transmission tariffs
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StateStateStateStateState TotalTotalTotalTotalTotal # Using# Using# Using# Using# Using %%%%%
CustomersCustomersCustomersCustomersCustomers AlternativeAlternativeAlternativeAlternativeAlternative AlternativeAlternativeAlternativeAlternativeAlternative

Pennsylavnia 4,600,000 574,661 12.5
Ohio 3,900,000 204,868 5.3
New York 5,503,003 189,352 3.4
Maryland 1,831,372 38,456 2.1
Texas* 5,300,000 90,553 1.7
Virginia* 2,600,000 34,000 1.3
New Jersey 3,110,701` 35,094 1.1
California* 10,424,143 64,787 0.6
District of Columbia 198,258 1,056 0.5
Maine 684,656 2,090 0.3
Massachusetts 2,200,000 981 0.04
Rhode Island 460,500 1 0.0002
Delaware 300,000 0 0
Michigan 3,800,000 0 0
* Residential choice is currently limited to a pilot program or

otherwise available only in some areas.  In California, retail
competition has ended.
Source: The Wall Street Journal, September 17, 2001.
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Average retail electricity prices in the US, Oct 2000
Source: Energy Information Administration, data for Oct 2000

* Prices in California have gone up by as much as 40% or more since
the recent crisis has led to two price increases.
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L design and implementation of unbundled retail bills
L the design and implementation of settlement system for

generators, distributors, and competing retailers and
resellers

L design and implementation of demand-side bidding into the
wholesale auction and/or the real-time balancing market

L design and implementation of transmission pricing and
congestion management schemes (e.g., zonal, nodal,
locational marginal pricing or other)

L rules governing customer switching, metering, billing, and
settlements

L design and implementation of load profiles or requirements
for interval meters and real-time pricing

L rules and policies governing mergers and acquisitions
L rules and policies on dealing with issues of market power

and unfair pricing or marketing practices
L rules governing the statutory authority of the regulator,

market monitor, and enforcement agencies
L policies on customer protection, service quality standards,

and consumer education
L policies and funding mechanisms to support social goods

(e.g., low income assistance, energy efficiency, R&D,
renewable energy, etc.)

The right answers to the right questions vary depending
on the prevailing circumstances, existing infrastructure,
history, political, economic, socio-demographic and even
geographical factors. For example, in many developing
countries, the private equity markets are non-existent or
feeble. In this case, policymakers wishing to introduce
competition among power stations to increase operating
efficiencies may not have the option to liberalize the market.
They may have to resort to corportization where individual
power stations remain as state-owned enterprises in govern-
ment hand; but each station is made into a separate profit and
loss center, and forced to compete with its peers in a
competitive wholesale power auction. With properly defined
market rules and incentives, such a scheme can work quite
well, mimicking a fully liberalized market with competing
private investors.

Experience in South Africa, New South Wales and
Australia, for example, demonstrates that similar schemes
may work in other countries. In Norway, a highly successful
competitive market, most of the industry is still state-owned.

Vertical Integration, Harmonization, and Other MattersVertical Integration, Harmonization, and Other MattersVertical Integration, Harmonization, and Other MattersVertical Integration, Harmonization, and Other MattersVertical Integration, Harmonization, and Other Matters

Aside from market structure and design issues, is the
question of what to do with the existing vertically integrated
nature of the industry prevailing in many parts of the world.
Most experts agree that it would be hard to have meaningful
competition in a market with powerful incumbents that own
and/or control strategic assets such as generation or transmis-
sion. One way to resolve this problem is to require functional
unbundling – forcing existing players to divest – or at least
give up operational control – of critical assets11.

Similarly, it is generally agreed that competitive markets
need an independent system operator or its equivalent.
Finally, open access to transmission and distribution assets
with transparent and non-discriminatory tariffs is generally
accepted as a must. The European Union’s directive on

liberalization is generally criticized as being overly lax and/
or vague on these central issues.

Another important issue is the harmonization of prices
and regulations across state boundaries. This is a major
problem in countries (e.g., U.S.) or continents (e.g., Europe)
with vastly different systems and regulatory regimes. How
can federal (in the case of the U.S.) or European Union (in
the case of Europe) policymakers introduce competition in an
otherwise heterogeneous industry and harmonize prices and
regulations across state boundaries? This has proven to be a
difficult problem in North America, eluding an answer up to
now. Likewise, it has kept the EU regulators in Brussels
frustrated for many years. The experience of Germany, the
largest fully liberalized European energy market, suggests
that in the absence of unbundling, open access to transmission
grid, and a regulator, liberalized markets do not achieve their
full potential.

Germany’s Liberalized Electricity Market: Half Full Or HalfGermany’s Liberalized Electricity Market: Half Full Or HalfGermany’s Liberalized Electricity Market: Half Full Or HalfGermany’s Liberalized Electricity Market: Half Full Or HalfGermany’s Liberalized Electricity Market: Half Full Or Half
Empty?Empty?Empty?Empty?Empty?

Germany opened both its electricity and natural gas
markets in 1998. The German brand of liberalization, how-
ever, is unique in many respects. For example:

L there is no requirement to physically unbundle generation,
transmission, and distribution—leaving the dominant in-
cumbents in a strong position to control the market;

L there is no independent system operator (ISO), nor a
central market operator (MO) to set market clearing
prices;

L access to the transmission network is theoretically open
with access charges to be negotiated by parties involved in
transactions;

L there is no regulator, instead they rely on the good faith of
the parties to negotiate transactions on a case-by- case
basis.

 So, how well is the German market performing after
four years? The answer is the proverbial the glass is half
empty or half full—depending on how one looks at it. The
glass is half full because:

L all consumers have the right to switch suppliers and 3% of
residential customers, and over 10% of industrial custom-
ers have taken advantage of customer choice;

L the transmission grid is theoretically open for use by third
parties and some are taking advantage of this;

L there is virtual competition in the generation sector and a
few new IPPs have come into play; and,

L retail electricity prices have fallen—significantly for most
customers—although prices have firmed recently.

VDEW, the association of German electricity compa-
nies, estimates that residential consumers have collectively
saved $1.8 billion and the industry some $5 billion since
1998. Customers have a choice, and this has led to major
efforts to improve service quality. Not bad for starters.

The glass, however, is half empty because:

L industrial prices, which initially dropped by 30% or more,
are now rising;

L electricity trading, which theoretically should be flourish-
ing, represents a mere 2-3% of the physical volume of
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consumption compared to 25% in the Scandinavian
Nordpool, and much higher volumes in other liberalized
markets;

L grid access charges, due to the nature of bilateral negotia-
tion process, are incredibly slow and opaque;

L the lack of market transparency and the one-on-one nature
of transactions means that no one knows the prevailing
prices;

L there have been isolated complaints from IPPs and others
that it is difficult or impossible to gain access to utility grids
at any price;

L six big generators (RWE, e.ON, EnBW, Veag, Bewag,
and HEW), who also control the country’s high voltage
grid, account for 80% of the generation;

L the dominant generators have, shall we say, strongly
discouraged retailers from switching suppliers by offering
highly attractive, long-term contracts; and,

L newcomers have had a hard time establishing a foothold
due to bureaucratic and contractual hurdles that binds
parties to the big incumbents and lack of price transpar-
ency.

The six big dominant players, who control and/or own
many other players, are extremely powerful and can effec-
tively thwart the efforts of their competitors. Germany’s anti-
cartel office, the closest thing it has to a regulator, has
published a list of mischiefs allegedly perpetrated by the big
suppliers against their competitors, including
• illegal switching of rates charged by municipal utilities

(Stadwerke);
• requiring highly restrictive contractual terms to prevent

access to local distribution lines;
• restricting access to customers’ meters; and,
• making it difficult for competitors to offer a simple and

single contract covering both energy and delivery charges.

The European Union’s (EU) Electricity Directive in
Brussels has repeatedly suggested that Germany, like all
other EU member countries, appoint an independent market
regulator that can set and enforce the rules for uniform
network access charges. The EU must also insist on unbun-
dling of existing players, and while they are at it, why not set
up an ISO and an MO to make the glass full, not just half full.

Similarly, California’s unsuccessful experience offers
many useful insights that might not have been obvious until
recently. The California experience, for example, shows that
there are so many ways to get things wrong, a feat that was
accomplished in the Golden State with rather serious conse-
quences (see Table 4). Policymakers in other states and the
rest of the world are studying California as a model to avoid.

Although there is a tendency to trivialize the issues, and
to draw hasty – and sometimes wrong – conclusions, this re-
examination is warranted. For example, many observers of
the California market quickly concluded that heavy reliance
on the spot market is to be avoided at all cost. Others point
to the success of the Pennsylvania, New Jersey, and Mary-
land (PJM) Pool as a counter example. Spot markets aren’t
necessarily evil, but like everything else in life, work best
when taken in moderation.

Transition and Implementation: The Final HurdlesTransition and Implementation: The Final HurdlesTransition and Implementation: The Final HurdlesTransition and Implementation: The Final HurdlesTransition and Implementation: The Final Hurdles

Implementation and transition issues are equally daunt-
ing. Even with the best market design and market structure,
there are many ways to end up with a poorly functioning
market due to poor implementation or a botched-up transition
strategy. These problems are equally daunting, whether one
is dealing with a developing or a developed country.  Since
restructuring radically changes the rules of the game and
upsets the balance of power among existing players, powerful
groups with vested interests tend to intervene through the
political process. The result is often a political compromise
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that pleases no one and offers too many loopholes and too
many exceptions.

In the case of California, many experts blame the state’s
politically expedient restructuring law, known as Assembly
Bill 1890, as the main culprit for the ensuing problems. AB
1890 unanimously passed both houses of the California
Legislature, and was signed by the then Republican Governor
Pete Wilson amidst grand fanfare in 1996. Virtually no laws
ever pass with such a strong base of support. Is it possible that
too many political compromises were made to get everyone’s
support for the bill? As any seasoned politician would attest,
if a law passes unanimously, then it must have too many
loopholes and too many giveaways.

Finally, there is the issue of provision of social goods,
long provided and paid for through hidden subsidies. These
include massive cross subsidies among and across customer
groups, subsidies for farmers, low-income customers, pen-
sioners, selected industries, and so on. There are subsidies
for renewable energy, for local coal, for vocal unions, etc.
Some subsidies may be socially justified and must be sus-
tained. In such cases, new ways must be found to fund and
sustain the programs. Private industry is not likely to offer
many social goods free of charge. Restructured markets can
be structured to continue to provide social goods through
special levies, license fees, taxes, and other charges. But
these must be explicit, and their incidence designed not to
interfere with the competitive aspects of the market, nor to
disadvantage some players vis-à-vis others.

The Road AheadThe Road AheadThe Road AheadThe Road AheadThe Road Ahead

Despite enormous bad publicity coming out of Califor-
nia, Brazil, and a few other problem areas, the experience
with market restructuring has been generally positive. Many
markets, like the one in the Nordic countries, are regarded as
highly successful. The market in England and Wales, which
initially suffered from problems associated with the influence
of two dominant generators, has now been redesigned. Other
markets around the world may be characterized as moderately
successful. Even in cases where there are a few known
shortcomings, the overall experience has been worth the effort.

Moreover, markets have made us aware of new oppor-
tunities, just as it has identified new perils and challenges.
One of the enormously positive lessons of restructured
markets is that there is a new recognition of the significance
of elasticity of demand12. There is now a much better
understanding that customer demand can – and should – play
a more active role in balancing supply and demand in real
time. Markets provide the incentives – through market price
volatility – to influence demand when and where it is cost-
effective to do so.

Beyond these generalities, one can draw a list of what to
do – and avoid – from restructured markets, which have
experienced serious problems so far. The following is one
such list from the California experience.

L Don’t fix it if it ain’t broke
L Don’t restructure if capacity is tight
L Don’t over-promise what you cannot deliver
L Don’t push the process beyond what is reasonable and

necessary
L Don’t liberate part of the market, while keeping the rest

regulated

L Make sure somebody is in charge when things go wrong –
and everybody knows who it is

L Closely monitor the market for signs of trouble – and be
prepared to take decisive action before problems get out
of hand

L Don’t over-rely on the spot market
L Encourage risk-hedging
L Ask if retail competition is necessary and cost-justified
L Don’t forget demand elasticity
L If the market is supposed to take care of demand and invest

in infrastructure, make sure the market receives correct
and clear signals in time to respond

L Test the market rules before they are implemented

Policymakers who do not heed these lessons will only
have themselves to blame.

FootnotesFootnotesFootnotesFootnotesFootnotes

1 UK’s Competitive Electricity Market, April 1999, Convector
Consulting NA, Inc., Menlo Park, CA

2 Sioshansi, F. P. & Morgan, C., Market Structure and Market
Performance, The Electricity Journal, 1999.

3 Sioshansi, F. P. and Della Valle, P. The Restructuring of the
U.S. Electric Power Industry: From Trickle to Flood, Privatization
International, Center for the Study of Regulated Industries, Lon-
don, UK, 1997.

4 Sioshansi, F. P., Competition in the Liberalized European
Electricity Markets, The Electricity Journal, March 2001

5 Sioshansi, F. P., California’s Dysfunctional Electricity
Markets: Policy Lessons on Market Restructuring, Energy Policy,
29, 2001, 735-742.

6  Sioshansi, F. P., California’s Electricity Market, Finally
Turning the Corner, Energy Policy, Vol. 30, No. 3, Feb. 2002, pp
246-248.

7 Several surveys of regulatory agencies conducted by various
firms have substantiated this. These include surveys by Standard
and Poor’s and RKS Research and Consulting (Standard & Poor’s
Survey of State Regulators, Conducted by RKS Consulting, April
2001, Santa Clara, CA), Fitch Investors Services, Inc., and R. J.
Rudden Associates, Inc.

8 California’s Restructured Electricity Market: How Did we
Get Into this Mess and How Do We Get Out? Menlo Energy
Economics, Menlo Park, CA, July 2001.

9 Is there a net gain in all this pain? EEnergy Informer, April 2001.
10 Power in Europe, 12 January 2001
11 Competition in the Liberalized European Electricity Mar-

kets, Menlo Energy Economics, Menlo Park, CA, October 2000.
12 Sioshansi, F. P., and Vojdani, A. What Could Possibly be

Better than Real-Time Pricing? Demand Response, The Electricity
Journal, June 2001.

EFCEE Discontinues OperationEFCEE Discontinues OperationEFCEE Discontinues OperationEFCEE Discontinues OperationEFCEE Discontinues Operation

Pieter vander Meiren has advised the IAEE that the
European Federation for Cooperation in Energy Economics
(EFCEE) has ceased operation primarily due to the continued
unavailability of funding from the European Commission.

The IAEE had loaned the EFCEE $6000 early in its
career to assist in getting started. Only $1478 of that loan has
been repaid. Unfortunately, IAEE will have to write-off the
balance of $4522.
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If you’re concerned about the future of the energy industry, this is one meeting you surely don’t want to miss.  The 22nd

USAEE/IAEE North American Conference will detail current developments within the energy industry so that you come away
with a better sense of energy security, supply, demand and price.  Some of the major conference themes and topics are as
follows:
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Volatile fuel prices, market restructuring, globalization, privatization and regulatory reform are having significant impacts
on energy markets throughout the world.  Most major energy industries are restructuring through mergers, acquisitions,
unbundling and rebundling of energy and other services.  This conference will provide a forum for discussion of the constantly
changing structure of the energy industries.

�����!.��!� )�"��#!�� ���������!�,!� ��.1 �3 �.�!�"��� ��� �#����5!�79

������! �!�.3!)�� ��."� �-��"��� >�-��5� � �������2�
�%���)�	2�2�� 1���� ����#��� �74

:�4�?2�
���.�)��� �74���#�����!������!�!.����!�� ��% ����2��% �)�
 �� ��#�������� 7!"�N����M������! .

� � � �0 77 ����)���.3�04����
����� ����4�������.)�
� ,����� >�"�

��!��
��!��)�������!�!� ��!.�% ���0��.���)�� ����.3 �+ �!��.

�!"�� �����7 �.)�� ���� ���?!���" �
��1��4 
��1% ���:2�/��3!�.)�	�!, �.!�4��#��% ��  �

0!������:2�0���!�7���)���?)�����#����	�!, �.!�4 +!������7�!���)�
��1!� �
��1����!��

� ��4��2��!�.���.!)�0 �5������ �74�� �,!" . ��������M���� ��)���!���)�����������
�����
�������

��8��!��� ##�!�)�
��!#���!����� :��4��� ��)������ ���
��!#���!����!.��

=!�����"4)���"��� �������!"!1���	�!�!�4��!.��!"� �!"� �� ��!"����?�..)�	�!, �.!�4��#�0��.���

�!"�����04�����)�
����!����..�2��#�� ���2������" �. ��!��4� ##)�	2�2�� ��� )��� �74�N���2�� .2�
���!��  

�!"�� ���2�=�.3 )�
��!#���!���� �74�
���!..!�� � � ���.� �7����)�-�!�!.��
����%!��	�!�!� .�
���2

���3��2�=�""���)��!������. ��	�!, �.!�4 : �����=2������!)�����
����!����� �74�
��1����!��

��% ���/!��!��.)���!�" ����	�!, �.!�4 =!���!��!�7)�����.�����
��1����!��

��5����-�7� )����!.������ �74)���"2

JJJJJohn Reidohn Reidohn Reidohn Reidohn Reid, CEO of BC Gas will be the luncheon keynote speaker on Monday, October 7.  LarLarLarLarLarrrrrry Bell,y Bell,y Bell,y Bell,y Bell,          Chief Executive
Officer, BC Hydro will address the conference dinner on October 7.   In addition, 24 concurrent sessions are planned to
address timely topics that affect all of us specializing in the field of energy economics.  Honourable RicRicRicRicRicharharharharhard Neufd Neufd Neufd Neufd Neufeldeldeldeldeld, British
Columbia Minster of Energy and Mines will officially open the Conference.

Vancouver, B.C. is homebase to many energy companies and a great place to meet.  Single nights at the Sheraton Wall
Centre Hotel are $224.00 Cdn. (approximately $150.00 US dollars per night)  Contact the Sheraton Hotel at 604-893-7120, to
make your reservations).  Conference registration fees are $500.00 for IAEE members and $600.00 for non-members.

For further information on this conference, please fill out the form below and return to IAEE Headquarters.
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FuturFuturFuturFuturFuture IAEE Eve IAEE Eve IAEE Eve IAEE Eve IAEE Eventsentsentsentsents

October 6-8, 2002 22nd USAEE/IAEE North
American Conference
Vancouver, BC, Canada
Sheraton Wall Centre Hotel

June 5-7, 2003 26th IAEE International
Conference
Prague, Czech Republic
Dorint Prague Hotel

October 19-21, 2003 23nd USAEE/IAEE North American
Conference
Mexico City, Mexico
Camino Real Hotel
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